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Introduction

Thisisareference manual. The material is practical, technical, and focused on answering specific
guestions. It addresses how things work, what to do and what to avoid to successfully run Neo4j ina
production environment. After a brief introduction, each topic area assumes general familiarity asit
addresses the particular details of Neo4j.

The goal isto be thumb-through and rule-of-thumb friendly.

Each section should stand on its own, so you can hop right to whatever interests you. When possible,
the sections distill "rules of thumb" which you can keep in mind whenever you wander out of the
house without this manual in your back pocket.

1. Who should read this

The topics should be relevant to architects, administrators, devel opers and operations personnel. You
should already know about Neodj and using graphsto store data. If you are completely new to Neo4j
please check out http://neodj.org first.

2. Neo4j highlights

As arobust, scalable and high-performance database, Neo4j is suitable for lightweight projects or full
enterprise deployment.

It features:

* true ACID transactions

* high availability

* scalesto hillions of nodes and relationships
* high speed querying through traversals

Proper ACID behavior is the foundation of data reliability. Neo4j enforces that al mutating operations
occur within a transaction, guaranteeing consistent data. This robustness extends from single instance
embedded graphs to multi-server high availability installations. For details, see Chapter 3, Transaction
management.

Reliable graph storage can easily be added to any application. A property graph can scalein size
and complexity as the application evolves, with little impact on performance. Whether starting new
development, or augmenting existing functionality, Neo4j isonly limited by physical hardware.

A single server instance can handle a graph of billions of nodes and relationships. When data
throughput is insufficient, the graph database can be distributed among multiple serversin ahigh
availability configuration. See Chapter 7, High Availability to learn more.

The graph database storage shines when storing richly-connected data. Querying is performed through
traversals, which can perform millions of "joins" per second.

vii
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Chapter 1. Installation & Deployment

1.1. Deployment Scenarios

Neo4j can be embedded into your application, run as a standalone server or deployed on several
machines to provide high availability.

Table 1.1. Neo4j deployment options

Single Instance Multiple I nstances
Embedded EmbeddedGraphDatabase HighlyAvailableGraphDatabase
Standalone Neo4j Server Neodj Server high
availability mode

1.1.1. Server

Neo4j isnormally accessed as a standalone server, either directly through a REST interface or through
alanguage-specific driver. More information about Neo4j server isfound in Chapter 4, Neo4j Server.
For running the server in high availability mode, see Section 4.4, “ Starting the Neo4j server in high
availability mode”.

1.1.2. Embedded

Neodj can be embedded directly in a server application by including the appropriate
Javalibraries. When programming, you can refer to the G- aphDat abaseSer vi ce

[ http://conmponents. neodj.org/ neodj/1.4. M2/ api docs/ or g/ neodj / graphdb/
G aphDat abaseSer vi ce. ht ni ] API. To switch from asingle instance to multiple
highly available instances, simply switch from the concrete EnbeddedGr aphDat abase
[http://components. neodj.org/ neodj /1. 4. M2/ api docs/ or g/ neodj / ker nel /
EnbeddedG aphDat abase. ht M ] tothe Hi ghl yAvai | abl eGr aphDat abase [http://
conmponent s. neo4j . org/ neo4dj -enterprise/ 1. 4. M2/ api docs/ or g/ neo4j / ker nel /
H ghl yAvai | abl eGraphDat abase. htm ] .

1.2. System Requirements

Memory constrains graph size, disk 1/0O constrains read/write performance, as always.

1.2.1. CPU

Performance is generally memory or 1/O bound for large graphs, and compute bound for graphs which
fit in memory.

Minimum
Intel 486

Recommended
Intel Corei7



http://components.neo4j.org/neo4j/1.4.M02/apidocs/org/neo4j/graphdb/GraphDatabaseService.html
http://components.neo4j.org/neo4j/1.4.M02/apidocs/org/neo4j/graphdb/GraphDatabaseService.html
http://components.neo4j.org/neo4j/1.4.M02/apidocs/org/neo4j/graphdb/GraphDatabaseService.html
http://components.neo4j.org/neo4j/1.4.M02/apidocs/org/neo4j/kernel/EmbeddedGraphDatabase.html
http://components.neo4j.org/neo4j/1.4.M02/apidocs/org/neo4j/kernel/EmbeddedGraphDatabase.html
http://components.neo4j.org/neo4j/1.4.M02/apidocs/org/neo4j/kernel/EmbeddedGraphDatabase.html
http://components.neo4j.org/neo4j-enterprise/1.4.M02/apidocs/org/neo4j/kernel/HighlyAvailableGraphDatabase.html
http://components.neo4j.org/neo4j-enterprise/1.4.M02/apidocs/org/neo4j/kernel/HighlyAvailableGraphDatabase.html
http://components.neo4j.org/neo4j-enterprise/1.4.M02/apidocs/org/neo4j/kernel/HighlyAvailableGraphDatabase.html
http://components.neo4j.org/neo4j-enterprise/1.4.M02/apidocs/org/neo4j/kernel/HighlyAvailableGraphDatabase.html

Installation & Deployment

1.2.2. Memory

More memory allows even larger graphs, but runs the risk of inducing larger Garbage Collection
operations.

Minimum
1GB

Recommended
4-8GB

1.2.3. Disk

Aside from capacity, the performance characteristics of the disk are the most important when selecting
storage.

Minimum
SCSl, EIDE

Recommended
SSD w/ SATA

1.2.4. Filesystem

For proper ACID behavior, the filesystem must support flush (fsync, fdatasync).

Minimum
ext3 (or similar)

Recommended
extd, ZFS

1.2.5. Software
Neodj is Java-based.

Java
1.6+

Operating Systems
Linux, Windows XP, Mac OS X

1.3. Installation

Neo4j can beinstalled as a server, running either as a headless application or system service. For Java
developers, it is also possible to use Neodj as alibrary, embedded in your application.

For information on installing Neo4j as a server, see Section 4.1, “Server Installation”.
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1.3.1. Embedded Installation

The latest release is aways available from from http://neo4j.org/download, packaged as part of the
Neodj server. After selecting the appropriate version for your platform, embed Neo4j in your Java
application, by including the Neo4j library jarsin your build. Either take the jar filesfrom thel i b
directory of the download, or directly use the artifacts available from Maven Central Repository 1

Stable and milestone releases are available there.

For information on how to use Neo4j as a dependency with Maven and other dependency
management tools, see the following table:

Table 1.2. Neodj editions

Edition

Dependency

Description

License

Community

org.neodj:neodj [http://

search.maven.org/
#search|gav|l|g
%3A%220rg.neos)
%22%20AND%20a
%3A%22ne04]%22]

ahigh performance,
fully ACID
transactional graph
database

GPLv3

Advanced

0rg.neodj:neodj-
advanced [http://
search.maven.org/
#search|gav|l|g
%3A%220rg.neodj
%22%20AND%20a
%3A%22neod-
advanced%022]

adding advanced
monitoring

AGPLV3

Enterprise

org.neodj:neodj-
enterprise [http://
search.maven.org/
#search|gav|l|g
%3A%220rg.neodj
%22%20AND%20a
%3A%22neod) -
enterprise%22]

adding online backup
and High Availability
clustering

AGPLV3

For more information regarding licensing, see the Licensing Guide [http://neo4j.org/licensing-guide/].

/ Note
The listed dependeices do not contain the implementation, put pullsit in transitively.

Maven dependency.

<proj ect >

<dependenci es>
<dependency>

lhttp://repol.maven.org/maven2/org/neo4j/



http://neo4j.org/download
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j-advanced%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j-advanced%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j-advanced%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j-advanced%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j-advanced%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j-advanced%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j-advanced%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j-advanced%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j-advanced%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j-enterprise%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j-enterprise%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j-enterprise%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j-enterprise%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j-enterprise%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j-enterprise%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j-enterprise%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j-enterprise%22
http://search.maven.org/#search|gav|1|g%3A%22org.neo4j%22%20AND%20a%3A%22neo4j-enterprise%22
http://neo4j.org/licensing-guide/
http://neo4j.org/licensing-guide/
http://repo1.maven.org/maven2/org/neo4j/

Installation & Deployment

<gr oupl d>or g. neo4j </ gr oupl d>
<artifactld>neodj</artifactld>

<ver si on>${ neo4j - ver si on} </ ver si on>
</ dependency>

</ dependenci es>

</ hr oj ect >
Where ${ neo4j - ver si on} istheintended version andthearti fact|d isone of neo4j , neo4j -
advanced, neodj -enterpri se.

1.4. Upgrading

Normally a properly shutdown Neo4j database can be upgraded directly to a new minor version. A
database can be upgraded from a minor version to the next, e.g. 1.1 —> 1.2, and 1.2 —> 1.3, but you
can not jump directly from 1.1 — 1.3. The upgrade process is a one way step; databases cannot be

downgraded.

However, some upgrades make significant changes to the database store. Neo4j will refuse to start
when a significant upgrade is required, requiring explicit upgrade configuration.

1.4.1. Normal Upgrade
To perform anormal upgrade (for minor changes to the database store):
1. download the newer version of Neo4j
2. cleanly shutdown the database to upgrade, if it isrunning

3. startup the database with the newer version of Neo4j

1.4.2. Special Upgrade
To perform a special upgrade (for significant changes to the database store):
1. make sure the database you are upgrading has been cleanly shut down
. set the Neodj configuration parameter "alow_store upgrade=true’

2
3. start the database
4

. the upgrade will happen during startup and the process is done when the database has been
successfully started

5. "dlow_store upgrade=true" configuration parameter should be removed, set to "false" or
commented out

1.4.3. Upgrade 1.3.M03 —> 1.3.M04
Warning

Upgrading from 1.3.M03 — 1.3.M04 must be done explicitly since store format has
changed between those two versions.
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The store format, as well aslogical log format, have changed between these two versions to allow for
bigger stores.

1.4.4. Upgrade 1.2 —> 1.3

Warning

Upgrading from 1.2 — 1.3 must be done explicitly since store format has changed between
those two versions.

The store format, as well aslogical log format, have changed between these two versions to allow for
bigger stores.

CJ I mportant

Although id ranges has been increased the space used to store the database will not
increase compared to the previous version.

Upgrading between these two version needs to be performed explicitly using a configuration
parameter at startup (see "Special Upgrade").

ﬁ Caution
Upgrade cannot be performed if either the number of relationship types or the configured
block size for either the dynamic array store or string store is greater than 65534.

ﬁ Caution
Indexes created using the old IndexService/L ucenel ndexService are no longer accessible
out of the box in 1.3 in favor of the integrated index. An automatic upgrade isn't possible
so afull rebuild of the index datainto the integrated index framework is required.
For reference the legacy index can be downloaded from the Neo4j repository, http://
m2.neo4j .org/org/neodj/neodj-legacy-index/

1.4.5. Upgrade 1.1 —> 1.2

Upgrading from Neo4j 1.1 to Neo4j 1.2 isa"normal™ upgrade.

1.5. Usage Data Collector

The Neodj Usage Data Collector is a sub-system that gathers usage data, reporting it to the UDC-
server at udc.neodj.org. It iseasy to disable, and does not collect any data that is confidential. For
more information about what is being sent, see below.

The Neo4j team uses this information as aform of automatic, effortless feedback from the Neo4
community. We want to verify that we are doing the right thing by matching download statistics with
usage statistics. After each release, we can seeif thereis alarger retention span of the server software.

The data collected is clearly stated here. If any future versions of this system collect additional data,
we will clearly announce those changes.
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The Neo4j team is very concerned about your privacy. We do not disclose any personally identifiable
information.

1.5.1. Technical Information

To gather good statistics about Neo4j usage, UDC collects this information:

Kernel version - the build number, and if there are any modifications to the kernel.
Storeid - it isarandomized globally unique id created at the same time a database is created.

Ping count - UDC holds an internal counter which isincremented for every ping, and reset for every
restart of the kernel.

Source - thisis either "neo4j" or "maven”. If you downloaded Neo4j from the Neo4j website, it's
"neodj", if you are using Maven to get Neo4j, it will be "maven”.

Javaversion - the referrer string shows which version of Javais being used.

After startup, UDC waits for ten minutes before sending the first ping. It does this for two reasons,
first, we don’'t want the startup to be slower because of UDC, and secondly, we want to keep pings
from automatic tests to a minimum. The ping to the UDC serversis done withaHTTP GET.

1.5.2. How to disable UDC

We' vetried to make it extremely easy to disable UDC. In fact, the code for UDC is not even included
in the kernel jar but as a completely separate component.

There are three ways you can disable UDC:

1. The easiest way is to just remove the neo4j-udc-* jar file. By doing this, the kernel will not load

UDC, and no pings will be sent.

2. If you are using Maven, and want to make sure that UDC is never installed in your system, a

dependency element like thiswill do that:

<dependency>
<gr oupl d>or g. neo4j </ gr oupl d>
<artifactld>neodj</artifactld>
<ver si on>${ neo4j - ver si on} </ ver si on>
<excl usi ons>
<excl usi on>
<gr oupl d>or g. neo4j </ gr oupl d>
<artifactld>neodj-udc</artifactld>
</ excl usi on>
</ excl usi ons>
</ dependency>

Where ${neodj-version} is the Neodj version in use.

3. Lastly, if you are using a packaged version of Neo4j, and do not want to make any change to

the jars, a system property setting like this will also make sure that UDC is never activated: -
Dneodj . ext . udc. di sabl e=t r ue.




Chapter 2. Configuration & Performance

In order to get optimum performance out of Neo4j for your application there are afew parameters that
can be tweaked. The two main components that can be configured are the Neo4j caches and the VM
that Neo4j runsin. The following sections describe how to tune these.

2.1. Caches in Neo4;

Neo4j utilizes two different types of caches: A file buffer cache and an object cache. The file buffer
cache caches the storage file data in the same format as it is stored on the durable storage media.
The object cache caches the nodes, relationships and propertiesin aformat that is optimized for high
traversal speeds and transactional mutation.

2.1.1. File buffer cache

Quick info

» Thefile buffer cache is sometimes called low level cache or file system cache.
* |t caches the Neo4j data as stored on the durable media.

* It uses the operating system memory mapping features when possible.

» Neo4j will configure the cache automatically as long as the heap size of the VM is
configured properly.

The file buffer cache caches the Neo4j datain the same format asit is represented on the durable
storage media. The purpose of this cache layer isto improve both read and write performance. The
file buffer cache improves write performance by writing to the cache and deferring durable write until
thelogical log isrotated. This behavior is safe since all transactions are always durably written to the
logical log, which can be used to recover the store files in the event of acrash.

Since the operation of the cache istightly related to the data it stores, a short description of the Neo4j
durable representation format is necessary background. Neo4j stores datain multiple files and relies
on the underlying file system to handle this efficiently. Each Neo4j storage file contains uniform fixed
Size records of a particular type:

Storefile Record size Contents
nodestore 9 B Nodes
relstore 33 B Relationships
propstore 25 B Properties
for nodes and
relationships
stringstore 133 B Vauesof string
properties
arraystore 133 B Vauesof array
properties
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For strings and arrays, where data can be of variable length, datais stored in one or more 120B
chunks, with 13B record overhead. The sizes of these blocks can actually be configured when the
storeiscreated using the st ri ng_bl ock_si ze and array_bl ock_si ze parameters. The size of each
record type can also be used to calcul ate the storage requirements of a Neo4j graph or the appropriate
cache size for each file buffer cache. Note that some strings can be stored without using the string
store, see Section 2.3, “Compressed storage of short strings”.

Neodj uses multiple file buffer caches, one for each different storage file. Each file buffer cache
dividesits storage file into a number of equally sized windows. Each cache window contains an even
number of storage records. The cache holds the most active cache windows in memory and tracks hit
vs. missratio for the windows. When the hit ratio of an uncached window gets higher than the miss
ratio of a cached window, the cached window gets evicted and the previously uncached window is

cached instead.

Configuration

Parameter

Possible values

Effect

use_nenory_napped_buffers

true or fal se

If settotrue Neodj will use

the operating systems memory
mapping functionality for the

file buffer cache windows. If set
tofal se Neodj will useitsown
buffer implementation. In this case
the buffers will residein the VM
heap which needsto be increased
accordingly. The default value for
this parameter ist r ue, except on
Windows.

neost or e. nodest or e. db.
mapped_nenory

neostore. rel ati onshi pstore.

db. mapped_nenory

neost ore. propertystore. db.
i ndex. keys. mapped_nenory

neost ore. propertystore. db.
i ndex. mapped_menory

neost ore. propertystore. db.
mapped_nenory

neost ore. propertystore. db.
strings. mapped_nenory

The maximum amount of
memory to use for memory
mapped buffers for thisfile

buffer cache. The default

unit isM B, for other units
use any of the following
suffixes: B, k, Mor G.

The maximum amount of memory
to use for the file buffer cache of
the node storagefile.

The maximum amount of memory
to use for the file buffer cache of
the relationship storefile.

The maximum amount of memory
to use for the file buffer cache of
the something-something file.

The maximum amount of memory
to use for the file buffer cache of
the something-something file.

The maximum amount of memory
to use for the file buffer cache of
the property storagefile.

The maximum amount of memory
to use for the file buffer cache of
the string property storage file.
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Parameter

Possible values

Effect

neost ore. propertystore. db.

arrays. mapped_menory

The maximum amount of memory
to use for the file buffer cache of
the array property storagefile.

string_bl ock_size

The number of
bytes per block.

array_bl ock_si ze

Specifies the block size for storing
strings. This parameter is only
honored when the store is created,
otherwise it isignored. Note that
each character in a string occupies
two bytes, meaning that a block
size of 120 (the default size) will
hold a 60 character long string
before overflowing into a second
block. Also note that each block
carries an overhead of 13 bytes.
This meansthat if the block sizeis
120, the size of the stored records
will be 133 bytes.

Specifies the block size for storing
arrays. This parameter isonly
honored when the store is created,
otherwiseit isignored. The default
block size is 120 bytes, and the
overhead of each block isthe same
asfor string blocks, i.e., 13 bytes.

dunp_confi guration

true oOrfal se

If settot r ue the current
configuration settings will be
written to the default system
output, mostly the console or the
logfiles.

When memory mapped buffers are used (use_nenory_mapped_buf fers = true) the heap size of

the VM must be smaller than the total available memory of the computer, minus the total amount

of memory used for the buffers. When heap buffers are used (use_nenory_mapped_buffers =

f al se) the heap size of the VM must be large enough to contain al the buffers, plus the runtime heap
memory requirements of the application and the object cache.

When reading the configuration parameters on startup Neo4j will automatically configure the
parameters that are not specified. The cache sizes will be configured based on the available memory
on the computer, how much is used by the VM heap, and how large the storage files are.

10
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2.1.2. Object cache

Quick info
» The object cache is sometimes called high level cache.

* |t caches the Neo4j datain aform optimized for fast traversal.

The object cache caches individual nodes and relationships and their propertiesin aform that is
optimized for fast traversal of the graph. The content of this cache are objects with a representation
geared towards supporting the Neo4j object APl and graph traversals. Reading from this cacheis 5 to
10 times faster than reading from the file buffer cache. This cache is contained in the heap of the VM
and the size is adapted to the current amount of available heap memory.

Nodes and relationships are added to the object cache as soon as they are accessed. The cached
objects are however populated lazily. The properties for anode or relationship are not loaded until
properties are accessed for that node or relationship. String (and array) properties are not loaded until
that particular property is accessed. The relationships for a particular node is also not loaded until the
relationships are accessed for that node. Eviction from the cache happensin an LRU manner when the
memory is needed.

Configuration

The main configuration parameter for the object cacheisthe cache_t ype parameter. This specifies
which cache implementation to use for the object cache. The available cache types are:

cache_type |Description

none Do not use a high level cache. No objects will be cached.

sof t Provides optimal utilization of the available memory. Suitable for high performance
traversal. May run into GC issues under high load if the frequently accessed parts of
the graph does not fit in the cache.

Thisisthe default cache implementation.

weak Provides short life span for cached objects. Suitable for high throughput applications
where alarger portion of the graph than what can fit into memory is frequently
accessed.

strong This cache will cache all data in the entire graph. It will never release memory held
by the cache. Provides optimal performanceif your graph is small enough to fitin
memory.

Heap memory usage

This table can be used to calculate how much memory the datain the object cache will occupy on a
64bit IVM:

Object Size Comment

Node 344 B|Szefor each node (not counting its relationships or properties).

11
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Object Size Comment
48 B|Object overhead.
136 B|Property storage (ArrayMap 488, HashMap 88B).
136 B|Relationship storage (ArrayMap 48B, HashMap 88B).
24 B|Location of first / next set of relationships.
Relationship 208 B|Szefor each relationship (not counting its properties).
48 B|Object overhead.
136 B|Property storage (ArrayMap 488, HashMap 88B).
Property 116 B|Szefor each property of a node or relationship.
32 B|Data element - allows for transactional modification and keeps track
of on disk location.
48 B|Entry in the hash table where it is stored.
12 B|Space used in hash table, accounts for normal fill ratio.
24 B|Property key index.
Relationships 108 B|Szefor each relationship type for a node that has a relationship of
that type.
48 B|Callection of the relationships of this type.
48 B|Entry in the hash table whereit is stored.
12 B|Space used in hash table, accounts for normal fill ratio.
Relationships 8 B|Jpace used by each relationship related to a particular node (both
incoming and outgoing).
Primitive 24 B|Sze of a primitive property value.
String 64+B|Sze of a string property value. 64 + 2*1 en(string) B (64 bytes,
plus two bytes for each character in the string).

2.2. IVM Settings

Properly configuring memory utilization of the VM iscrucial for optimal performance. As an
example, apoorly configured JVM could spend all CPU time performing garbage collection (blocking
all threads from performing any work). Requirements such as latency, total throughput and available
hardware have to be considered to find the right setup. In production, Neo4j should run on a multi
core/CPU platform with the VM in server mode.

2.2.1. Configuring heap size and GC

A large heap allows for larger node and relationship caches— which is a good thing — but large
heaps can also lead to latency problems caused by full garbage collection. The different high level
cache implementations available in Neo4j together with a suitable VM configuration of heap size and
garbage collection (GC) should be able to handle most workloads.

The default cache (soft reference based LRU cache) works best with a heap that never getsfull: a
graph where the most used nodes and rel ationships can be cached. If the heap getstoo full thereisa

12
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risk that afull GC will be triggered; the larger the heap, the longer it can take to determine what soft
references should be cleared.

Using the strong reference cache means that all the nodes and relationships being used must fit in the
available heap. Otherwise there isarisk of getting out-of-memory exceptions. The soft reference and
strong reference caches are well suited for applications were the overal throughput is important.

The weak reference cache basically needs enough heap to handle the peak load of the
application — peak load multiplied by the average memory required per request. It iswell suited for
low latency requirements were GC interuptions are not acceptable.

When running Neo4j on Windows, keep in mind that the memory mapped buffers are allocated on
heap by default, so need to be taken into consideration when determining heap size.

Table 2.1. Guidelinesfor heap size

Number of RAM size Heap Reserved RAM
primitives configuration for the OS
10M 2GB 512MB the rest

100M 8GB+ 1-4GB 1-2GB

1B+ 16GB-32GB+ 4GB+ 1-2GB

The recommended garbage collector to use when running Neo4j in production is the Concurrent Mark
and Sweep Compactor turned on by supplying -XX:+UseConcMarkSweepGC as a VM parameter.

2.3. Compressed storage of short strings

Neo4j will classify your strings and store them accordingly. If astring is classified as a short string it
will be stored without indirection in the property store. This means that there will be no string records
created for storing that string. Additionally, when no string record is needed to store the property,

it can be read and written in a single lookup. This leads to improvements in performance and lower
storage overhead.

For astring to be classified as a short string, one of the following must hold:
* Itisencodablein UTF-8 or Latin-1, 7 bytes or less.
* Itisaphanumerical, and 10 characters or less (9 if using accented european characters).

* It consists of only upper case, or only lower case characters, including the punctuation characters
space, underscore, period, dash, colon, or slash. Then it is allowed to be up to 12 characters.

* It consists of only numerical characters, inlcuding the punctuation characters plus, comma, single
guote, space, period, or dash. Then it is allowed to be up to 15 characters.

13
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In order to fully maintain data integrity and ensure good transactional behavior, Neo4j supports the
ACID properties:

 atomicity - if any part of atransaction fails, the database state is left unchanged

» consistency - any transaction will leave the database in a consistent state

* isolation - during a transaction, modified data cannot be accessed by other operations
* durability - the DBMS can always recover the results of a committed transaction
Specifically:

» All modifications to Neo4j data must be wrapped in transactions.

» The default isolation level isREAD COVM TTED.

» Dataretrieved by traversalsis not protected from modification by other transactions.

» Non-repeatable reads may occur (i.e., only write locks are acquired and held until the end of the
transaction).

* One can manually acquire write locks on nodes and relationships to achieve higher level of
isolation (SERI ALl ZABLE).

» Locksare acquired at the Node and Relationship level.

» Deadlock detection is built into the core transaction management.

3.1. Interaction cycle

All write operations that work with the graph must be performed in a transaction. Transactions are
thread confined and can be nested as “flat nested transactions’. Flat nested transactions means that

all nested transactions are added to the scope of the top level transaction. A nested transaction can
mark the top level transaction for rollback, meaning the entire transaction will be rolled back. To only
rollback changes made in a nested transaction is not possible.

When working with transactions the interaction cycle looks like this:
1. Begin atransaction.

2. Operate on the graph performing write operations.

3. Mark the transaction as successful or not.

4. Finish the transaction.

It is very important to finish each transaction. The transaction will not release the locks or memory
it has acquired until it has been finished. The idiomatic use of transactionsin Neo4j isto use atry-
finally block, starting the transaction and then try to perform the write operations. The last operation
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in the try block should mark the transaction as successful while the finally block should finish the
transaction. Finishing the transaction will perform commit or rollback depending on the success
status.

ﬁ Caution

All modifications performed in a transaction are kept in memory. This means that very
large updates have to be split into several top level transactions to avoid running out of
memory. It must be atop level transaction since splitting up the work in many nested
transactions will just add all the work to the top level transaction.

In an environment that makes use of thread pooling other errors may occur when failing to finish a
transaction properly. Consider aleaked transaction that did not get finished properly. It will be tied
to athread and when that thread gets scheduled to perform work starting a new (what looks to be a)
top level transaction it will actually be a nested transaction. If the leaked transaction state is “ marked
for rollback” (which will happen if a deadlock was detected) no more work can be performed on that
transaction. Trying to do so will result in error on each call to a write operation.

3.2. Isolation levels

By default aread operation will read the last committed value unless alocal modification within the
current transaction exist. The default isolation level isvery similar to READ_COwW TTED: reads do not
block or take any locks so non-repeatabl e reads can occur. It is possible to achieve a stronger isolation
level (such as REPETABLE_READ and SERI ALI ZABLE) by manually acquiring read and write locks.

3.3. Default locking behavior

» When adding, changing or removing a property on anode or relationship awrite lock will be taken
on the specific node or relationship.

» When creating or deleting a node awrite lock will be taken for the specific node.

» When creating or deleting arelationship awrite lock will be taken on the specific relationship and
both its nodes.

The locks will be added to the transaction and rel eased when the transaction finishes.

3.4. Deadlocks

Since locks are used it is possible for deadlocks to happen. Neo4j will however detect any deadlock
(caused by acquiring alock) before they happen and throw an exception. Before the exception is
thrown the transaction is marked for rollback. All locks acquired by the transaction are still being held
but will be released when the transaction is finished (in the finally block as pointed out earlier). Once
the locks are released other transactions that were waiting for locks held by the transaction causing the
deadlock can proceed. The work performed by the transaction causing the deadlock can then be retried
by the user if needed.

Experiencing frequent deadlocks is an indication of concurrent write requests happening in such a
way that it is not possible to execute them while at the same time live up to the intended isolation

15



Transaction management

and consistency. The solution isto make sure concurrent updates happen in a reasonable way. For
example given two specific nodes (A and B), adding or deleting relationships to both these nodesin
random order for each transaction will result in deadlocks when there are two or more transactions
doing that concurrently. One solution is to make sure that updates always happens in the same order
(first A then B). Another solution isto make sure that each thread/transaction does not have any
conflicting writes to anode or relationship as some other concurrent transaction. This can for example
be achieved by letting asingle thread do all updates of a specific type.

C

I mportant

Deadlocks caused by the use of other synchronization than the locks managed by

Neo4j can still happen. Since all operations in the Neo4j API are thread safe unless
specified otherwise, there is no need for external synchronization. Other code that requires
synchronization should be synchronized in such away that it never performs any Neo4j
operation in the synchronized block.

3.5. Delete semantics

When deleting a node or arelationship all properties for that entity will be automatically removed but
the relationships of anode will not be removed.

A

Caution

Neo4j enforces a constraint (upon commit) that all relationships must have avalid

start node and end node. In effect this means that trying to delete a node that still has
relationships attached to it will throw an exception upon commit. It is however possible
to choose in which order to delete the node and the attached relationships as long as no
relationships exist when the transaction is committed.

The delete semantics can be summarized in the following bullets:

* All properties of anode or relationship will be removed when it is deleted.

A deleted node can not have any attached rel ationships when the transaction commits.

 Itispossibleto acquire areference to a deleted relationship or node that has not yet been
committed.

» Any write operation on a node or relationship after it has been deleted (but not yet committed) will
throw an exception

» After commit trying to acquire anew or work with an old reference to a deleted node or relationship
will throw an exception.
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Chapter 4. Neo4j Server

4.1. Server Installation

Neo4j can be installed as a server, running either as a headless application or system service.
1. Download the latest release from http://neo4j.org/download
* select the appropriate version for your platform
2. Extract the contents of the archive
» refer to the top-level extracted directory as NEO4J- HOVE
3. Usethe scriptsin the bi n directory
o for Linux/MacOS, run $NEO4J_HOVE/ bi n/ neo4j start
» for Windows, double-click on 98EO4J HOVE% bi n\ Neo4j . bat

4. Refer to the packaged information in the doc directory for details

4.1.1. As a Windows service

With administrative rights, Neo4j can be installed as a Windows service.

1. Click Start = All Programs — Accessories

N

. Right click Command Prompt — Run as Administrator

3. Provide authorization and/or the Administrator password
4. Navigate to %NEO4J_HOVEY

5. Run bi n\ Neo4j . bat install

To uninstal, run bi n\ Neo4j . bat renove as Administrator.
To query the status of the service, run bi n\ Neo4j . bat query

To start/stop the service from the command prompt, run bi n\ Neo4j . bat +acti on+

4.1.2. Linux Service

Neodj can participate in the normal system startup and shutdown process. The following procedure
should work on most popular Linux distributions:

1. cd $NEO4J_HOVE
2. sudo ./bin/neo4j install

* if asked, enter your password to gain super-user privileges
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3. service neo4j-server status
* should indicate that the server is not running
4. service neodj-server start

o will start the server

4.1.3. Macintosh Service

Neo4j can beinstalled as a Mac launchd job:
1. cd $NEO4J_HOMVE
2. sudo ./bin/neo4j instal
« if asked, enter your password to gain super-user privileges
3. launchct| |oad ~/Library/ LaunchAgent s/ wr apper . neo4j - server. pli st
* needed to tell launchd about the "job"
4. launchct!l list | grep neo
 should reveal the launchd "wrapper.neodj-server” job for running the Neo4j Server
5. launchct| start w apper.neodj-server
* to start the Neodj Server under launchd control
6. ./ bi n/ neo4j status

* should indicate that the server is running

4.1.4. Multiple Server instances on one machine

Neo4j can be set up to run as several instances on one machine, providing for instance severa
databases for development. To configure, install two instances of the Neo4j Server in two different
directories. Before running the Windows install or startup, change in conf/neo4j-wrapper.conf

# Name of the service for the first instance
wr apper . nane=neo4j _1

and for the second instance

# Name of the service for the second instance
wWr apper . nane=neo4j _2

in order not to get name clashes installing and starting the instances as services.

Also, the port numbers for the web administration and the servers should be changed to non-clashing
valuesin conf/neo4j-server.properties:

Server 1 (port 7474):

org. neodj . server.webhserver. port =7474
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org. neodj . server.webadm n. data. uri =http://I ocal host: 7474/ db/ dat a/

org. neodj . server.webadm n. managenent . uri =htt p: / /| ocal host: 7474/ db/ manage/
Server 2 (port 7475):

org. neodj . server.webserver. port =7475

org. neodj . server.webadm n. data. uri =http://I ocal host: 7475/ db/ dat a/

org. neodj . server.webadm n. managenent . uri =http: / /| ocal host: 7475/ db/ manage/

4.2. Server Configuration

Quick info
» Theserver's primary configuration fileis found under conf/neo4j-server.properties
» The conf/logdj.properties file contains the default server logging configuration

» Low-level performance tuning parameters are found in conf/neo4j.properties

The main configuration file for the server can be found:

conf/ neo4j -server. properties

Thisfile contains several important settings, and athough the defaults are sensible administrators
might choose to make changes (especially to the port settings).

Set the location on disk of the database directory

org. neodj . server. dat abase. | ocat i on=dat a/ gr aph. db

Note that on Windows systems, absolute locations including drive letters need to read "c:/data/db"

Specifying the port for the HTTP server that supports data, administrative, and Ul access:

org. neodj . server. webserver. port =7474

Set the location of the round-robin database directory which gathers metrics on the running server
instance.

org. neodj . server.webadnm n. rrdb. | ocati on=dat a/ graph.db/../rrd

Set the URI path for the REST data API through which the database is accessed. For non-local access,

consider to put in the external hostname of your server instead of localhost, e.g. http://my.host: 7474/
db/data .

org. neodj . server. webadm n. data. uri =http://| ocal host: 7474/ db/ dat a/

The management URI for the administration API that the Webadmin tool uses. If you plan to connect
to the Webadmin from other than localhost, put in the external hosthame of your server instead of
localhost, e.g. http://my.host:7474/db/manage .

org. neodj . server.webadm n. managenent . uri =htt p: / /| ocal host: 7474/ db/ manage

Low-level performance tuning parameters can be explicitly set by referring to the following property:
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org. neodj . server.db. tuni ng. properti es=neo4j . properties

If this property isn't set, the server will look for afile called neo4;j . properti es in the same directory
astheneo4j - server. properti es file.

If this property isn't set, and there isno neo4j . properti es filein the default configuration directory,
then the server will log awarning. Subsequently at runtime the database engine will attempt tune itself
based on the prevailing conditions.

The fine-tuning of the low-level Neo4j graph database engine is specified in a separate propertiesfile.
conf/ neodj . properties

The graph database engine has arange of performance tuning options which are enumerated in
Section 4.6, “ Tuning the server performance”. Note that other factors than Neo4j tuning should

be considered when performance tuning a server, including general server load, memory and file
contention, and even garbage collection penalties on the JVM, though such considerations are beyond
the scope of this configuration document.

The logging framework in use by the Neo4j server isjava.util.logging and is configured in

conf/ 1 oggi ng. properties

By default it is setup to print | NFOlevel messages both on screen and in arolling filein dat a/ | og.
Most deployments will choose to use their own configuration here to meet local standards. During

development, much useful information can be found in the logs so some form of logging to disk is
well worth keeping. On the other hand, if you want to completely silence the console output, set

java.util .|l oggi ng. Consol eHandl er. | evel =OFF

Apart from log statements originating from the Neo4j server, other libraries report their messages
through various frameworks.

Zookeeper is hardwired to use the log4j 1ogging framework. The bundled

conf/ 1 og4j.properties

appliesfor this use only and uses arolling appender and outputs logs by default to the dat a/ | og
directory.

Y AJSW, the wrapper implementation used for managing the neo4j service, utilizes avariety of
libraries that log output and it also does its own logging. This set of messagesis configured in

conf/wr apper -1 oggi ng. properties

following the standard j ava. uti | . | oggi ng conventions. By default nothing is outputted but in case
debugging is needed here you can set things up to see where any trouble may be.

4.3. Setup for remote debugging

In order to configure the Neo4j server for remote debugging sessions, the java debugging parameters
need to be passed to the java process through the configuration. They livein

conf/ neo4j - w apper. properties

In order to specify the parameters, add aline for the additional java arguments to read.
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# Java Additional Paraneters

wr apper . j ava. addi ti onal . 1=- Dor g. neo4j . server. properti es=conf/ neo4j - server. properties

wr apper . j ava. addi ti onal . 2=- Dl og4j . confi gurati on=fil e: conf/| og4j.properties

wr apper . j ava. addi ti onal . 3=-agent | i b: j dwp=t ransport =dt _socket, server =y, suspend=n, addr ess=5005 - Xdebug- Xnoagent - |

which will start a Neo4j server ready for remote debugging attachement at |ocalhost and port 5005.
Use these parameters to attach to the process after starting the server from Eclipse, IntelliJ or your
remote debugger of choice.

4.4. Starting the Neo4j server in high
availability mode

/ Note

The High Availability features are only available in the Neo4j Enterprise Edition.

To run the Neo4j server in high availability mode there are two things you need to do. Y ou have to
configure the server to start up the database in high availability mode and you have to configure the
Neo4j database for operating in high availability mode.

Instructing the server to start the database in high availability mode is as easy as setting

theor g. neo4j . server. dat abase. mode property in the server propertiesfile (conf / neo-
server. properties) to ha. The default value for this parameter issi ngl e, which will start the
database in standalone mode without participating in a cluster, still giving you Online Backup.

Configuring the Neo4j database for operating in high availability mode requires specifying a few
propertiesin conf / neo4j . properti es. First you need to specify ha. machi ne_i d, thisisapositive
integer id that uniquely identifies this server in the cluster.

Example: ha. machine_id = 1

Then you have to specify ha. zoo_keeper _server s, thisisacomma separated list of hosts and ports
for communicating with each member of the Neo4j Coordinator cluster.

For example: ha. zoo_keeper _servers = neo4j - manager - 01: 2180, neo4;j -
manager - 02: 2180, neo4j - manager - 03: 2180.

Y ou can aso, optionally, configure the ha. cl ust er _nane. Thisisthe name of the cluster this
instance is supposed to join. Accepted characters are al phabetical, numerical, dot, dash, and
underscore. This configuration is useful if you have multiple Neo4j HA clusters managed by the same
Coordinator cluster.

Example: ha. cl uster _name = ny_neo4j _ha_cl uster

4.4.1. Starting a Neo4j Coordinator

A Neo4j Coordinator cluster provides the Neo4] HA Data cluster with reliable coordination of
lifecycle activities, like electing the master. Neo4j Server includes everything needed for running a
Neodj Coordinator.

Configuration of a Coordinator is specified in thesefiles:
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* conf/coord. cf g - coordinator operational settings
* dat a/ coor di nat or/ nyi d - ungiue identification of the coordinator

Once aNeo4j Coordinator instance has been configured, you can use the bi n/ neo4j - coor di nat or
command to start the Neo4j Coordinator server on all desired servers with the same configuration, just
changing the dat a/ coor di nat or / nyi d to unique numbers. Y ou can check that the coordinator is up
by running j consol e , attaching to the VM and check for org.apache.zookeeper MBeans.

Figure 4.1. Neo4j Coordinator MBeans View

Java Monitoring & Management Console
Connection Window Help

8no pid: 40297 org.rzo.yajsw.app.WrapperVMMain
" overview Memory  Threads  Classes VM Summary - MBeans | &=
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[ com.sun.management
» Eja

Value

0
> fja 172.16.5.48:2181
» [ log4j
¥ [ org.apache ZooKeeperservice
v _port-1

825
40000
0

4000
0

1894
Tue Apr 12 09:21:40 CEST 2011

2000

3.3.2-1031432, built on 11/05/2010 05:...

4.4.2. Starting the Neo4j Server

Once the desired neo4j Coordinators are up and running, you are ready to start your Neo4j HA
instance using bi n/ neo4j st art . The details of the HA logs are available in the nessages. | og of
the graph database data directory, normally dat a/ gr aph. db/ nesages. | og. You should see an entry
like

Tue Apr 12 09: 25:58 CEST 2011: MasterServer communication server started and bound to 6361

Tue Apr 12 09: 25:58 CEST 2011: Started as naster
Tue Apr 12 09: 25:58 CEST 2011: naster-rebound set to 1

4.5. Server Plugins

Quick info

» The server’sfunctionality can be extended by adding plugins. Plugins are user-specified
code which extend the capabilities of the database, nodes, or relationships. The neo4j server
will then advertise the plugin functionality within representations as clients interact via
HTTP.

Plugins provide an easy way to extend the Neo4j REST API with new functionality, without the need
to invent your own API. Think of plugins as server-side scripts that can add functions for retrieving
and manipulating nodes, relationships, paths or properties.

Q
If you want to have full control over your API, and are willing to put in the effort, and
understand the risks, then Neo4j server also provides hooks for unmanaged extensions
based on JAX-RS.
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The needed classes reside in the org.neo4j:server-api [http://search.maven.org/#search|gav|1|g%3A
%220rg.neod] %22%20AND%20a%3A %22server-api %22] jar file. See the linked page for downloads
and instructions on how to include it using dependency management. For Maven projects, add the
Server API dependenciesin your pom xm like this:

<dependency>
<gr oupl d>or g. neo4j </ gr oupl d>
<artifactld>server-api</artifactld>
<ver si on>${ neo4j - ver si on} </ ver si on>
</ dependency>

Where ${neodj-version} is the intended version.

To create aplugin, your code must inherit from the ServerPlugin [http://components.neo4;.org/server-
api/1.4.M02/apidocs/org/neodj/server/pluging ServerPlugin.html] class. Y our plugin should also:

» ensurethat it can produce an (Iterable of) Node, Relationship or Path,

 gpecify parameters,

» gpecify apoint of extension and of course

» contain the application logic.

An example of a plugin which augments the database (as opposed to nodes or relationships) follows:

Get all nodes or relationships plugin.

@escription( "An extension to the Neo4j Server for getting all nodes or rel ationships" )
public class GetAl|l extends ServerPlugin

{
@anme( "get_all _nodes" )
@escription( "Get all nodes fromthe Neo4j graph database" )
@ ugi nTar get ( G aphDat abaseSer vi ce. cl ass )
public |terabl e<Node> get Al | Nodes( @ource G aphDat abaseServi ce graphDb )
{
return graphDb. get Al | Nodes();
}
@escription( "Get all relationships fromthe Neo4j graph database" )
@l ugi nTar get ( GraphDat abaseSer vi ce. cl ass )
public |terabl e<Rel ati onshi p> get Al|l Rel ati onshi ps( @ource G aphDat abaseServi ce graphDb )
{
return new Nestinglterabl e<Rel ati onshi p, Node>( graphDb. get Al | Nodes() )
{
@verride
protected |terator<Relationshi p> createNestedlterator( Node item)
{
return item getRel ati onships( Direction. OUTGO NG ).iterator()
}
b
}
}

Find the shortest path between two nodes plugin.

public class ShortestPath extends ServerPl ugin

{
@escription( "Find the shortest path between two nodes." )
@l ugi nTarget ( Node. cl ass )
public |terabl e<Pat h> shortest Pat h(
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@our ce Node source,
@escription( "The node to find the shortest path to." )
@raraneter( nane = "target" ) Node target,

@escription( "The relationship types to foll ow when searching for the shortest path(s). "

"Order is insignificant, if omtted all types are followed." )

@Par aneter( nane = "types", optional = true ) String[] types,
@escription( "The maxi mum path length to search for, default value (if omtted) is 4." )
@Par aneter ( name = "depth", optional = true ) Integer depth )
{
Expander expander;
if ( types == null )
{
expander = Traversal . expander For Al | Types();
}
el se
{
expander = Traversal . enpt yExpander();
for (int i =0; i < types.length; i++)
{
expander = expander.add( Dynam cRel ati onshi pType.w t hNane( types[i] ) );
}
}
Pat hFi nder <Pat h> short est Path = G aphAl goFact ory. short est Pat h(
expander, depth == null ? 4 : depth.intValue() );
return shortestPath.findAllPaths( source, target );
}

}

To deploy the code, smply compileit into a .jar file and place it onto the server classpath (which
by convention is the plugins directory under the Neo4j server home directory). The .jar file must
include the file META-INF/services/org.neodj.server.plugins.ServerPlugin with the fully qualified

name of the implementation class. In this case, we' d have only a single entry in our config file, though

multiple entries are allowed, each on a separate line:

org. neodj . server. exanpl es. Get Al |
# Any other plugins in the same jar file nust be listed here

The code above makes an extension visible in the database representation (viathe @PluginTarget
annotation) whenever it is served from the Neo4j Server. Simply changing the @PluginTarget
parameter to Node.class or Relationship.class allows us to target those parts of the data model
should we wish. The functionality extensions provided by the plugin are automatically advertised
in representations on the wire. For example, clients can discover the extension implemented by the

above plugin easily by examining the representations they receive as responses from the server, e.g.

by performing a GET on the default database URI:
curl -v http://local host: 7474/ db/ dat a/
The response to the GET request will contain (by default) a JSON container that itself contains a

container called "extensions’ where the available plugins are listed. In the following case, we only
have the Get Al I plugin registered with the server, so only its extension functionality is available:

{
"extensions-info" : "http://|ocal host: 7474/ db/ dat a/ ext",
"node" : "http://local host: 7474/ db/ dat a/ node",
"node_i ndex" : "http://|ocal host: 7474/ db/ dat a/ i ndex/ node",
"rel ationshi p_index" : "http://|ocal host: 7474/ db/ dat a/ i ndex/ rel ati onshi p",
"reference_node" : "http://|ocal host: 7474/ db/ dat a/ node/ 0",
"extensions_info" : "http://l|ocal host: 7474/ db/ dat a/ ext",
"extensions" : {

"GetAll"

"get _all _nodes" : "http://local host: 7474/ db/ dat a/ ext/ Get Al |l / graphdb/ get _al | _nodes",

24

+



Neo4j Server

"get _all _relationships" : "http://local host: 7474/ db/ dat a/ ext/ Get Al | / gr aphdb/ get Al | Rel ati onshi ps"
}
}

Performing a GET on one of the two extension URIs gives back the meta information about the
service:

curl http://1ocal host: 7474/ db/ dat a/ ext/ Get Al | / gr aphdb/ get _al | _nodes

{
"extends" : "graphdb",

"description" : "Get all nodes fromthe Neo4j graph database",
"nane" : "get_all _nodes",
"paraneters" : [ ]

}

To useit, just POST to this URL, with parameters as specified in the description (though there are none
in this case).

Through thismodel, any plugin can naturally fit into the genera hypermedia scheme that Neo4j
espouses - meaning that clients can still take advantage of abstractions like Nodes, Relationships
and Paths with a straightforward upgrade path as servers are enriched with plugins (old clients don’t
break).

4.6. Tuning the server performance

At the heart of the Neo4j server isaregular Neo4j storage engine instance. That engine can be tuned
in the same way as the other embedded configurations, using the same file format. The only difference
isthat the server must be told where to find the fine-tuning configuration.

Quick info

* The neodj.propertiesfile isa standard configuration file that databases |oad in order to tune
their memory use and caching strategies.

» See Section 2.1, “Cachesin Neo4j” for more information.

4.6.1. Specifying Neo4j tuning properties

Theconf/ neo4j -server. properti es filein the server distribution, isthe main configuration file
for the server. In thisfile we can specify a second properties file that contains the database tuning
settings (that is, the neo4j . properti es file). Thisis done by setting a single property to point to a
valid neo4j . properti es file

org. neodj . server.db. tuni ng. properti es={neo4j.properties file}

On restarting the server the tuning enhancements specified in the neo4j . properti es filewill be
loaded and configured into the underlying database engine.

4.6.2. Specifying JVM tuning properties

Tuning the standalone server is achieved by editing the neo4j - wr apper . conf fileinthe conf
directory of NEO4J_HOME.
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Edit the following properties:

Table 4.1. neodj-wrapper.conf JVM tuning properties

Property Name M eaning

Wr apper. j ava. i ni t menory initial heap size (in MB)

Wr apper . j ava. maxmenory maximum heap size (in MB)

wr apper . j ava. addi tional . N additional literal VM parameter, where N isa
number for each

For more information on the tuning properties, see Section 2.2, “JVM Settings’.

4.7. Unmanaged Extensions

Quick info

» Danger Men at Work! The unmanaged extensions are away of deploying arbitrary JAX-RS
code into the Neo4j server.

» The unmanaged extensions are exactly that: unmanaged. If you drop poorly tested code into
the server, it's highly like you' Il degrade its performance, so be careful.

Some projects want extremely fine control over their server-side code. For this we' ve introduced an
unmanaged extension API.

@ Warning
It'sasharp tool, allowing users to deploy arbitrary JAX-RS [http://en.wikipedia.org/wiki/
JAX-RS] classes to the server and so you should be careful when thinking about using
this. In particular you should understand that it’s easy to consume lots of heap space on the
server and hinder performance if you' re not careful.

Still, if you understand the disclaimer, then you load your JAX-RS classes into the Neo4j server
simply by adding adding a @Context annotation to your code, compiling against the JAX-RS jar and
any Neo4j jars you're making use of. Then add your classes to the runtime classpath (just drop itin
the lib directory of the Neo4j server). In return you get access to the hosted environment of the Neo4j
server like logging through the or g. neo4j . server. | oggi ng. Logger .

In your code, you get access to the underlying G aphDat abaseSer vi ce through the @ont ext
annotation like so:

publ i ¢ MyCool Servi ce( @ont ext G aphDat abaseServi ce dat abase)
{

/'l Have fun here, but be safe!

}

Remember, the unmanaged API isavery sharp tool. It's all to easy to compromise the server by
deploying code this way, so think first and see if you can’t use the managed extensions in preference.
However, a number of context parameters can be automatically provided for you, like the reference to
the database.
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In order to specify the mount point of your extension, afull classlooks like this:

Unmanaged extension example.

@ath( "/helloworld" )
public class Hell owrl| dResource

{
private final G aphDatabaseService database
public Hel | oWwbr| dResource( @ontext G aphDatabaseServi ce dat abase )
{
thi s. dat abase = dat abase
}
@ET
@r oduces( Medi aType. TEXT_PLAI N )
@ath( "/{nodeld}" )
publ i c Response hel |l o( @Pat hParan( "nodeld" ) |ong nodeld )
{
/1 Do stuff with the database
return Response.status( Status.OK ).entity(
( "Hello World, nodeld=" + nodeld ).getBytes() ).build();
}
}

Build this code, and place the resulting jar file (and any custom dependencies) into the
$NEO4J_SERVER HOVE/ pl ugi ns directory, and include this class in the neo4j - ser ver . properti es

file, like so:

#Comma separated |ist of JAXRS packages contai ni ng JAXRS Resource, one package nane for each nount point.
org. neodj .server.thirdparty_jaxrs_cl asses=org. neodj . exanpl es. server . unmanaged=/ exanpl es/ unmanaged

Which binds the hello method to respond to GET requests at the URI: htt p: // { neo4j _server}:

{neodj _port}/exanpl es/ unmanaged/ hel | owor| d/ { nodel d}

curl http://1ocal host: 7474/ exanpl es/ unmanaged/ hel | owor | d/ 123

which resultsin

Hel l o Worl d, nodel d=123
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Chapter 5. Indexing

Indexing in Neo4j can be donein two different ways:

1. The databaseitself isanatural index consisting of its relationships of different types between
nodes. For example atree structure can be layered on top of the data and used for index lookups
performed by atraverser.

2. Separate index engines can be used, with Apache Lucene [http://lucene.apache.org/javal3 1 0/
index.html] being the default backend included with Neo4j.

This chapter demonstrate how to use the second type of indexing, focussing on Lucene.

5.1. Introduction

Indexing operations are part of the Neo4j index API [http://components.neodj.org/neo4j/1.4.M02/
apidocs/org/neodj/graphdb/index/package-summary.html].

Each index istied to a unique, user-specified name (for example "first_name" or "books") and

can index either nodes [ http://components.neo4j.org/neodj/1.4.M 02/apidocs/org/neodj/graphdb/
Node.html] or relationships [ http://components.neodj.org/neodj/1.4.M 02/apidocs/org/neodj/graphdb/
Relationship.html].

The default index implementation is provided by the neo4j - | ucene- i ndex component, which
isincluded in the standard Neo4j download. It can also be downloaded separately from http://
repol.maven.org/maven2/org/neodj/neodj-lucene-index/ . For Maven users, the neo4j - | ucene-

i ndex component has the coordinates or g. neo4j : neo4j - 1 ucene- i ndex and should be used

with the same version of or g. neo4j : neo4j - ker nel . Different versions of the index and kernel
components are not compatible in the general case. Both components are included transitively by the
or g. neo4j : neo4j : pomartifact which makesit smple to keep the versionsin sync.

/ Note

All modifying index operations must be performed inside a transaction, as with any
mutating operation in Neo4j.

5.2. Create

Anindex is created if it doesn’t exist when you ask for it. Unless you give it a custom configuration, it
will be created with default configuration and backend.
To set the stage for our examples, let’s create some indexes to begin with:

I ndexManager index = graphDb.index();
| ndex<Node> actors = index.forNodes( "actors" );

I ndex<Node> novi es = i ndex. for Nodes( "novies" );
Rel ati onshi pl ndex rol es = index. forRel ati onships( "roles" );

Thiswill create two node indexes and one relationship index with default configuration. See
Section 5.8, “Relationship indexes’ for more information specific to relationship indexes.
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See Section 5.10, “ Configuration and fulltext indexes’ for how to create fulltext indexes.

Y ou can also check if an index exists like this;

I ndexManager index = graphDb.index();
bool ean i ndexExi sts = i ndex. exi st sFor Nodes( "actors" );

5.3. Delete

Indexes can be deleted. When deleting, the entire contents of the index will be removed aswell asits
associated configuration. A new index can be created with the same name at alater point in time.

| ndexManager index = graphDb.index();
I ndex<Node> actors = index. forNodes( "actors" );
actors. delete();

Note that the actual deletion of the index is made during the commit of the surrounding transaction.
Calls made to such an index instance after delete() [http://components.neo4j.org/neo4j/1.4.M02/
apidocs/org/neodj/graphdb/index/Index.html#del ete%628%29] has been called are invalid inside that
transaction as well as outside (if the transaction is successful), but will become valid again if the
transaction isrolled back.

5.4. Add

Each index supports associating any number of key-value pairs with any number of entities (nodes or
relationships), where each association between entity and key-value pair is performed individually. To
begin with, let’s add a few nodes to the indexes:

/] Actors

Node reeves = graphDb. creat eNode();

actors. add( reeves, "nane", "Keanu Reeves" );

Node bel | ucci = graphDb. cr eat eNode() ;

actors. add( bellucci, "name", "Monica Bellucci" );
/1l multiple values for a field

actors. add( bel lucci, "nanme", "La Bellucci" );

/'l Movies

Node theMatrix = graphDb. creat eNode();

nmovi es. add( theMatrix, "title", "The Matrix" );

novi es. add( theMatrix, "year", 1999 );

Node theMatri xRel oaded = graphDb. cr eat eNode() ;

novi es. add( theMatri xRel oaded, "title", "The Matri x Rel oaded" );
novi es. add( theMatri xRel oaded, "year", 2003 );

Node nml ena = graphDb. creat eNode();

novi es. add( mal ena, "title", "Malena" );

novi es. add( mal ena, "year", 2000 );

Note that there can be multiple values associated with the same entity and key.

Next up, we'll create relationships and index them as well:

/1 we need a relationship type

Dynani cRel ati onshi pType ACTS_I N = Dynami cRel ati onshi pType. wi t hNane( "ACTS_IN' );
/] create rel ationships

Rel ationship rol el = reeves. createRel ati onshi pTo( theMatrix, ACTS_IN);

rol es.add( rolel, "nanme", "Neo" );

Rel ati onship rol e2 = reeves. creat eRel ati onshi pTo( theMatri xRel oaded, ACTS_IN );
rol es. add( role2, "nane", "Neo" );

Rel ati onshi p rol e3 = bellucci.createRel ati onshi pTo( theMatri xRel oaded, ACTS IN );
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rol es. add( role3, "nanme", "Persephone" );
Rel ati onshi p rol e4 = bellucci.createRel ati onshi pTo( nal ena, ACTS_IN );
rol es. add( rol e4, "nane", "Malena Scordia" );

Assuming we set the same key-value pairs as properties as well, our example graph looks like this:

&) Name: Keanu Reeves

\A‘QQI:LQ\
name:
&s name: Monica Bellucci

ACTS, IN = title: The Matrix
namelNeo = .
ACTR year: 1999
ACTS_IN name: Per’ one
name: Mal¢na Scordia

= title: The Matrix Reloaded
- - =4 year: 2003
&= title: Maléna
=4 year: 2000

5.5. Remove

Removing [http://components.neo4j.org/neodj/1.4.M02/apidocs/org/neodj/graphdb/index/
Index.html#remove%28T,%20j ava.lang.String,%20java.lang.Object%29] from an index is similar to
adding, but can be done by supplying one of the following combinations of arguments:

o entity
o entity, key
* entity, key, value

/'l conpletely renmove bellucci fromthe actors index
actors.renove( bellucci );
/'l remove any "nanme" entry of bellucci fromthe actors index

actors. renove( bellucci, "nane" );
/'l renove the "nane" -> "La Bellucci" entry of bell ucci
actors. renove( bellucci, "nane", "La Bellucci" );

5.6. Update

Q I mportant
To update an index entry, old one must be removed and a new one added.

Remember that a node or relationship can be associated with any number of key-value pairsin an
index, which means that you can index anode or relationship with many key-value pairs that have
the same key. In the case where a property value changes and you' d like to update the index, it’s not
enough to just index the new value - you’'ll have to remove the old value as well.

Here' s a code example for that demonstrates how it’ s done:

/] create a node with a property

Node fishburn = graphDb. cr eat eNode() ;

fishburn. set Property( "nanme", "Fishburn" );

/1 index it

actors. add( fishburn, "name", fishburn.getProperty( "name" ) );

/] update the index entry

actors.renove( fishburn, "nane", fishburn.getProperty( "name" ) );
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fishburn. set Property( "nanme", "Laurence Fishburn" );
actors.add( fishburn, "name", fishburn.getProperty( "name" ) );

5.7. Search

Anindex can be searched in two ways, get [http://components.neo4j.org/neodj/1.4.M02/apidocs/
org/neodj/graphdb/index/Index.html#get%28java.lang.String,%20java.lang.Object%29] and query
[ http://components.neodj.org/neodj/1.4.M 02/apidocs/org/neodj/graphdb/index/I ndex.html#query
%28java.lang.String,%20java.lang.Object%29]. The get method will return exact matches to

the given key-value pair, whereas quer y exposes querying capabilities directly from the backend
used by the index. For example the Lucene query syntax [http://lucene.apache.org/java/l3 1 0/
gueryparsersyntax.html] can be used directly with the default indexing backend.

5.7.1. Get

Thisis how to search for a single exact match:

I ndexHi t s<Node> hits = actors.get( "nane", "Keanu Reeves" );
Node reeves = hits.getSingle();

IndexHits [ http://components.neo4j.org/neo4;j/1.4.M 02/api docs/org/neod;j/graphdb/index/
IndexHits.html] isan | t er abl e with some additional useful methods. For example getSingle() [http://
components.neodj.org/neodj/1.4.M02/api docs/org/neodj/graphdb/index/I ndexHits.html#getSingle
%28%29] returns the first and only item from the result iterator, or nul | if thereisn’t any hit.

Here' s how to get a single relationship by exact matching and retrieve its start and end nodes:

Rel ati onshi p persephone = rol es.get( "nanme", "Persephone" ).getSingle();
Node actor = persephone. get St art Node() ;
Node novi e = persephone. get EndNode() ;

Finally, we can iterate over all exact matches from arelationship index:

for ( Relationship role : roles.get( "nane", "Neo" ) )

{

/1 this will give us Reeves tw ce
Node reeves = rol e.get Start Node();

}

G I mportant

In you don't iterate through al the hits, IndexHits.close() [http://components.neo4j.org/
neo4j/1.4.M02/apidocs/org/neodj/graphdb/index/IndexHits.html#cl 0se%628%29] must be
called explicitly.

5.7.2. Query

There are two query methods, one which uses a key-value signature where the value represents a
guery for values with the given key only. The other method is more generic and supports querying for
more than one key-value pair in the same query.

Here' s an example using the key-query option:

for ( Node actor : actors.query( "name", "*e*" ) )
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{

/1 This will return Reeves and Bel |l ucci

}

In the following example the query uses multiple keys:

for ( Node novie : novies.query( "title:*Matrix* AND year:1999" ) )
{
/1 This will return "The Matrix" from 1999 only.

}

/ Note

Beginning awildcard search with "*" or "?" is discouraged by Lucene, but will
nevertheless work.

ﬁ Caution

Y ou can’t have any whitespace in the search term with this syntax. See Section 5.11.3,
“Querying with Lucene Query objects’ for how to do that.

5.8. Relationship indexes

Anindex for relationshipsisjust like an index for nodes, extended by providing support to constrain
a search to relationships with a specific start and/or end nodes These extra methods reside in the
Relationshiplndex [http://components.neo4j.org/neodj/1.4.M 02/apidocs/org/neodj/graphdb/index/
Relationshiplndex.html] interface which extends Index<Rel ationship> [http://components.neo4j.org/
neo4j/1.4.M02/apidocs/org/neod;j/graphdb/index/I ndex.html].

Example of querying arelationship index:

/1 find relationships filtering on start node

/'l using exact matches

I ndexHi t s<Rel ati onshi p> reevesAsNeoHi ts;

reevesAsNeoHi ts = rol es.get( "name", "Neo", reeves, null );
Rel ati onship reevesAsNeo = reevesAsNeoHits.iterator().next();
reevesAsNeoHi ts. cl ose();

/1 find relationships filtering on end node

/] using a query

I ndexHi t s<Rel ati onshi p> natri xNeoHi ts;

matri xNeoHi ts = rol es. query( "nanme", "*eo", null, theMatrix );
Rel ati onship matri xNeo = matri xNeoHits.iterator().next();
matri xNeoHi ts. cl ose();

And here’s an example for the special case of searching for a specific relationship type:

/1 find relationships filtering on end node

/'l using a relationship type.

/] this is howto add it to the index:

rol es. add( reevesAsNeo, "type", reevesAsNeo.get Type().nane() );

/1 Note that to use a conpound query, we can't conbine conmitted
/1 and uncommitted index entries, so we'll commit before querying:
tx. success();

tx. finish();

/1 and now we can search for it:

I ndexHi t s<Rel ati onshi p> typeHits;

typeHits = rol es. query( "type: ACTS_IN AND nane: Neo", null, theMatrix );
Rel ationship typeNeo = typeHits.iterator().next();

typeH ts.close();
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Such an index can be useful if your domain has nodes with a very large number of relationships
between them, since it reduces the search time for arelationship between two nodes. A good example
where this approach pays dividends isin time series data, where we have readings represented as a
relationship per occurrence.

5.9. Scores

Thel ndexHi t s interface exposes scoring [http://components.neo4j.org/neodj/1.4.M02/apidocy
org/neodj/graphdb/index/IndexHits.html#currentScore%28%29] so that the index can communicate
scores for the hits. Note that the result is not sorted by the score unless you explicitly specify that. See
Section 5.11.2, “Sorting” for how to sort by score.

I ndexHi t s<Node> hits = novies.query( "title", "The*" );

for ( Node nmovie : hits )
{

System out. println( novie.getProperty( "title" ) + " " + hits.currentScore() );

}

5.10. Configuration and fulltext indexes

At the time of creation extra configuration can be specified to control the behavior of the index and
which backend to use. For example to create a Lucene fulltext index:

I ndexManager index = graphDb.index();
I ndex<Node> ful | text Movi es = index.forNodes( "novies-fulltext",
MapUti | . stringvap( | ndexManager. PROVI DER, "lucene", "type", "fulltext" ) );
fulltext Movi es. add( theMatrix, "title", "The Matrix" );
full text Movies. add( theMatri xRel oaded, "title", "The Matrix Rel oaded" );
/] search in the fulltext index
Node found = fulltextMyvies.query( "title", "rel oAdEd" ).getSingle();

Q
In order to search for tokenized words, the quer y method has to be used. The get method
will only match the full string value, not the tokens.

The configuration of the index is persisted once the index has been created. The pr ovi der
configuration key isinterpreted by Neodj, but any other configuration is passed onto the backend
index (e.g. Lucene) to interpret.

Tableb5.1. Luceneindexing configuration parameters

Par ameter Possible values Effect

type exact, ful | text exact isthe default and uses a Lucene

keyword analyzer [http://lucene.apache.org/
javal3_1 Ofapi/core/org/apache/lucene/analysis/
KeywordAnalyzer.html]. f ul | t ext usesawhite-
space tokenizer in its analyzer.

to_l ower _case |true,false This parameter goes together with t ype:

ful I text and convertsvaluesto lower case
during both additions and querying, making the
index case insensitive. Defaultstot r ue.
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Parameter Possible values Effect

anal yzer the full class name of Overridesthet ype so that a custom analyzer
an Anayzer [http:// can be used. Note: t o_| ower _case still affects
lucene.apache.org/ lowercasing of string queries. If the custom
javal3_1 Of/api/corelorg/ analyzer uppercases the indexed tokens, string
apache/lucene/analysis/ queries will not match as expected.
Analyzer.html]

5.11. Extra features for Lucene indexes

5.11.1. Numeric ranges

L ucene supports smart indexing of numbers, querying for ranges and sorting such results, and so does
its backend for Neo4j. To mark avalue so that it isindexed as a numeric value, we can make use of
the VaueContext [ http://components.neodj.org/neodj-lucene-index/1.4.M 02/apidocs/org/neodj/index/
lucene/VaueContext.html] class, like this:

novi es. add( theMatrix, "year-nuneric", new Val ueContext( 1999 ).indexNuneric() );
novi es. add( theMatri xRel oaded, "year-nuneric", new Val ueContext( 2003 ).indexNuneric() );
novi es. add( nmal ena, "year-numeric", new Val ueContext( 2000 ).indexNuneric() );

int from= 1997;
int to = 1999;
hits = novies. query( QueryContext.nuneri cRange( "year-nuneric", from to ) );

/ Note

The same type must be used for indexing and querying. That is, you can’t index avalue as
aLong and then query the index using an Integer.

By giving nul I asfrom/to argument, an open ended query is created. In the following example we are
doing that, and have added sorting to the query as well:
hits = novies. query(

Quer yCont ext . numer i cRange( "year-nuneric", from null )
.sortNuneric( "year-nuneric", false ) );

From/to in the ranges defaults to be inclusive, but you can change this behavior by using two extra
parameters:

novi es. add( theMatrix, "score", new ValueContext( 8.7 ).indexNuneric() );
nmovi es. add( theMatri xRel oaded, "score", new ValueContext( 7.1 ).indexNuneric() );
novi es. add( mal ena, "score", new Val ueContext( 7.4 ).indexNuneric() );

/1l include 8.0, exclude 9.0
hits = novies. query( QueryContext.nuneri cRange( "score", 8.0, 9.0, true, false ) );

5.11.2. Sorting

Lucene performs sorting very well, and that is also exposed in the index backend, through the
QueryContext [ http://components.neo4j.org/neodj-lucene-index/1.4.M 02/apidocs/org/neodj/index/
[ucene/QueryContext.html] class:

hits = novies.query( "title", new QueryContext( "*" ).sort( "title" ) );
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for ( Node hit : hits )

{
// all novies with a title in the index, ordered by title
}
Il or
hits = novies. query( new QueryContext( "title:*" ).sort( "year", "title" ) );
for ( Node hit : hits )
{
/1 all novies with a title in the index, ordered by year, then title
}

We sort the results by relevance (score) like this:

hits = novies.query( "title", new QueryContext( "The*" ).sortByScore() );
for ( Node novie : hits )
{

/'l hits sorted by rel evance (score)

}
5.11.3. Querying with Lucene Query objects

Instead of passing in Lucene query syntax queries, you can instantiate such queries programmatically
and passin as argument, for example:

/1l a TermQuery will give exact matches
Node actor = actors.query( new Termuery( new Term( "nanme", "Keanu Reeves" ) ) ).getSingle();

Note that the TermQuery [http://lucene.apache.org/javal3_1 0/api/core/org/apache/lucene/search/
TermQuery.html] is basically the same thing as using the get method on the index.
Thisis how to perform wildcard searches using L ucene Query Objects:

hits = novi es. query( new W dcardQuery( new Tern( "title", "The Matrix*" ) ) );
for ( Node novie : hits )

{
System out. println( novie.getProperty( "title" ) );

}

Note that this allows for whitespace in the search string.

5.11.4. Compound queries

L ucene supports querying for multiple termsin the same query, like so:

hits = novies.query( "title:*Matrix* AND year:1999" );

f Caution

Compound queries can’t search across committed index entries and those who haven't got
committed yet at the same time.

5.11.5. Default operator

The default operator (that is whether AND or OR is used in between different terms) in aquery is OR.
Changing that behavior is also done viathe QueryContext [http://components.neodj.org/neodj-lucene-
index/1.4.M02/apidocs/org/neod;j/index/lucene/QueryContext.html] class:

QueryCont ext query = new QueryContext( "title:*Matrix* year:1999" ).defaul t Operator( Operator.AND );
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hits = novies. query( query );

5.11.6. Caching

If your index lookups becomes a performance bottle neck, caching can be enabled for certain keysin
certain indexes (key locations) to speed up get requests. The caching isimplemented with an LRU
[http://en.wikipedia.org/wiki/Cache_algorithms#L east Recently Used] cache so that only the most
recently accessed results are cached (with "results’ meaning a query result of a get request, not a
single entity). Y ou can control the size of the cache (the maximum number of results) per index key.

I ndex<Node> i ndex = graphDb. i ndex().forNodes( "actors" );
( (Lucenel ndex<Node>) index ).setCacheCapacity( "nanme", 300000 );

ﬁ Caution
This setting is not persisted after shutting down the database. This means: set this value
after each startup of the database if you want to keep it.

5.12. Batch insertion

Neo4j has a batch insertion mode intended for initial imports, which must run in asingle

thread and bypasses transactions and other checks in favor of performance. Indexing

during batch insertion is done using Batchl nserterIndex [http://components.neod;j.org/
neo4j/1.4.M02/apidocs/org/neodj/graphdb/index/Batchl nserterl ndex.html] which are provided via
BatchlnserterlndexProvider [http://components.neodj.org/neodj/1.4.M 02/apidocs/org/neodj/graphdb/
index/BatchlnserterlndexProvider.html]. An example:

Bat chl nserter inserter = new Batchlnserterlnpl( "target/neo4jdb-batchinsert" );

Bat chl nsert er | ndexProvi der i ndexProvi der = new LuceneBat chl nserterlndexProvi der( inserter );

Bat chl nserterlndex actors = indexProvider.nodel ndex( "actors", MpUtil.stringvap( "type", "exact" ) );
actors. set CacheCapaci ty( "name", 100000 );

Map<String, Object> properties = MapUil.map( "nanme", "Keanu Reeves" );
I ong node = inserter.createNode( properties );
actors. add( node, properties );

/1 Make sure to shut down the index provider
i ndexPr ovi der. shut down() ;
i nserter.shutdown();

The configuration parameters are the same as mentioned in Section 5.10, “Configuration and fulltext
indexes’.
5.12.1. Best practices

Here are some pointers to get the most performance out of Bat chl nsert er | ndex:

» Try to avoid flushing [http://components.neodj.org/neodj/1.4.M02/apidocs/org/neod;j/graphdb/
index/Batchl nserterl ndex.html#flush%28%29] too often because each flush will result in all
additions (since last flush) to be visible to the querying methods, and publishing those changes can
be a performance penalty.

» Have (as hig as possible) phases where one phase is either only writes or only reads, and don’t
forget to flush after a write phase so that those changes becomes visible to the querying methods.
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» Enable caching [http://components.neo4j.org/neodj/1.4.M 02/apidocs/org/neodj/graphdb/index/
Batchlnserterl ndex.html#setCacheCapacity%28java.lang. String,%20int%29] for keys you know
you're going to do lookups for later on to increase performance significantly (though insertion
performance may degrade slightly).
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Chapter 6. Graph Algorithms

Neo4j graph algorithms is a component that contains Neo4j implementations of some common
algorithms for graphs. It includes algorithms like:

 Shortest paths,

al paths,

al simple paths,

Dijkstraand

e A*.

6.1. Introduction

The graph algorithms are found in the neo4j - gr aph- al go component, which isincluded in the
standard Neo4j download.

 Javadocs [ http://components.neodj.org/neodj/1.4.M02/apidocs/org/neod;j/graphal go/package-
summary.html]

» Download [http://search.maven.org/#search%7Cgav%7C1%7Cg%3A%220rg.neodj %22%20AND
%20a%3A %22neod| -graph-al go%22]

* Source code [https://github.com/neo4j/community/tree/master/graph-al go]

For information on how to use neodj-graph-algo as a dependency with Maven and other dependency
management tools, see or g. neo4j : neo4j - graph-al go [http://search. maven. or g/ #sear ch

97 Cgav %/ C19% Cg¥BAYR20r g. neodj ¥R22%R20ANDYR20a%BAYR2neo4j - gr aph- al go%22] Note that it
should be used with the same version of or g. neo4j : neo4j - kernel [http://search. maven. or g/
#sear ch9@ Cgav 9@ C19% Cg¥8A%220r g. neo4dj %2292 0ANDYR0a%BAYR2neo4] - ker nel %22] . Different
versions of the graph-algo and kernel components are not compatible in the general case. Both
components are included transitively by the or g. neo4j : neo4j [http://search. maven. or g/

#sear ch9@ Cgav %@ C19%7 Cg¥8A%220r g. neo4dj %2292 0ANDYR0a%B8AYR2neo4j %22] artifact which makes
it simple to keep the versionsin sync.

The starting point to find and use graph algorithmsis G- aphAl goFactory [http://
conponent s. neodj . or g/ neodj /1. 4. M2/ api docs/ or g/ neo4j / gr aphal go/
GraphAl goFactory. htm].

6.2. Path finding examples

Calculating the shortest path (least number of relationships) between two nodes:

Node startNode = graphDb. creat eNode();
Node mi ddl eNodel gr aphDb. cr eat eNode() ;
Node mi ddl eNode2 = gr aphDb. cr eat eNode() ;
Node m ddl eNode3 gr aphDb. cr eat eNode() ;
Node endNode = graphDb. creat eNode() ;
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creat eRel ati onshi psBet ween( startNode, m ddl eNodel, endNode );
creat eRel ati onshi psBet ween( startNode, m ddl eNode2, m ddl eNode3, endNode );

/1 WIIl find the shortest path between startNode and endNode via
/1 "MY_TYPE" relationships (in OQUTGO NG direction), like f.ex:
/1
/] (startNode)-->(m ddl eNodel) - - >(endNode)
/1
Pat hFi nder <Pat h> fi nder = G aphAl goFactory. short est Pat h(
Traver sal . expander For Types( Exanpl eTypes. MY_TYPE, Direction. OUTGO NG ), 15 );
|t erabl e<Pat h> paths = finder.findAl Il Paths( startNode, endNode );

Using Dijkstra’ s algorithm [http://en.wikipedia.org/wiki/Dijkstra%27s _agorithm] to calculate
cheapest path between node A and B where each relationship can have aweight (i.e. cost) and the
path(s) with least cost are found.

Pat hFi nder <Wei ght edPat h> fi nder = G aphAl goFactory. dij kstra(
Traver sal . expander For Types( Exanpl eTypes. MY_TYPE, Direction.BOIH ), "cost" );

Wei ght edPat h path = finder.findSi ngl ePat h( nodeA, nodeB );

/'l Get the weight for the found path
pat h. wei ght () ;

Using A* [http://en.wikipedia.org/wiki/A* _search_algorithm] to calcul ate the cheapest path between
node A and B, where cheapest is for example the path in a network of roads which has the shortest
length between node A and B. Here' s our example graph:

name: C
T x: 2.0
y:1.0
MY_T¥PE  TYPE
length: 2.0 lengths
name; A name: B
‘ MY TYPE _ :
©x:00 length: 10.0 - ©x:7.0

y:0.0 ¥:0.0

Node nodeA = creat eNode( "nanme", "A", "x", 0d, "y", 0d );
Node nodeB = creat eNode( "name", "B", "x", 7d, "y", 0d );
Node nodeC = creat eNode( "name", "C', "x", 2d, "y", 1d );
Rel ationship rel AB = createRel ati onshi p( nodeA, nodeC, "length", 2d );
Rel ati onship rel BC = createRel ati onshi p( nodeC, nodeB, "length", 3d );
Rel ati onship rel AC = createRel ati onshi p( nodeA, nodeB, "length", 10d );

Est i nat eEval uat or <Doubl e> esti nat eEval uat or = new Esti nat eEval uat or <Doubl e>()

{
publ i c Doubl e getCost( final Node node, final Node goal )
{
doubl e dx = (Doubl e) node. getProperty( "x" ) - (Double) goal.getProperty( "x" );
doubl e dy = (Doubl e) node. getProperty( "y" ) - (Double) goal.getProperty( "y" );
doubl e result = Math.sqrt( Math.pow dx, 2 ) + Math.pow dy, 2 ) );
return result;
}
IE

Pat hFi nder <Wei ght edPat h> astar = G aphAl goFactory. aSt ar (

Traver sal . expander For Al | Types(),

CommonEval uat or s. doubl eCost Eval uator( "l ength" ), estimateEval uator );
Wi ght edPat h path = astar. findSi ngl ePat h( nodeA, nodeB );

The full source code of the path finding examples are found at https://github.com/neo4j/graphdb/blob/
master/graph-al go/src/test/java/exampl es/PathFindingExamplesTest.java.
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Chapter 7. High Availability

/ Note

The High Availability features are only available in the Neo4j Enterprise Edition.
Neodj High Availability or “Neodj HA” provides the following two main features:

1. It enables a fault-tolerant database architecture, where several Neo4j slave databases can be
configured to be exact replicas of asingle Neodj master database. This allows the end-user system
to be fully functional and both read and write to the database in the event of hardware failure.

2. It enables a horizontally scaling read-mostly architecture that enables the system to handle more
read load than a single Neo4j database instance can handle.

7.1. Architecture

Neodj HA has been designed to make the transition from single machine to multi machine operation
simple, by not having to change the already existing application.

Consider an existing application with Neo4j embedded and running on a single machine. To deploy
such an application in a multi machine setup the only required change isto switch the creation of the
Gr aphDat abaseSer vi ce from EnbeddedG aphDat abase t0 Hi ghl yAvai | abl eGr aphDat abase. Since
both implement the same interface, no additional changes are required.
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Figure 7.1. Typical setup when running multiple Neo4j instancesin HA mode
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When running Neo4j in HA mode there is always a single master and zero or more slaves. Compared
to other master-dlave replication setups Neodj HA can handle writes on a slave so there is no need to
redirect writes to the master.

A slave will handle writes by synchronizing with the master to preserve consistency. Updates will
however propagate from the master to other slaves eventually so awrite from one slave is not
immediately visible on al other slaves. Thisis the only difference between multiple machines running
in HA mode compared to single machine operation. All other ACID characteristics are the same.

7.2. Setup and configuration

Neodj HA can be set up to accommodate differing requirements for load, fault tolerance and available
hardware.

Within a cluster, Neo4j HA uses Apache ZooK eeper 1 for master election and propagation of
general cluster and machine status information. ZooK eeper can be seen as a distributed coordination
service. Neodj HA requires a ZooK eeper service for initial master el ection, new master election
(current master failing) and to publish general status information about the current Neo4j HA

lhttp://hadoop.apache.org/zookeeper/
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cluster (for example when a machine joined or |eft the cluster). Read operations through the
G aphDat abaseSer vi ce APl will always work and even writes can survive ZooK eeper failuresif a
master is present.

ZooK eeper requires amajority of the ZooK eeper instances to be available to operate properly. This
means that the number of ZooK egper instances should always be an odd number since that will make
best use of available hardware.

To further clarify the fault tolerance characteristics of Neodj HA here are afew example setups:

7.2.1. Small

» 3 physica (or virtual) machines
» 1 ZooKeeper instance running on each machine
* 1 Neo4j HA instance running on each machine

This setup is conservative in the use of hardware while being able to handle moderate read load. It can
fully operate when at least 2 of the ZooK eeper instances are running. Since the ZooK eeper service and
Neo4j HA are running together on each machine this will in most scenarios mean that only one server
isallowed to go down.

7.2.2. Medium

» 5-7+ machines
» ZooKeeper running on 3, 5 or 7 machines
* Neodj HA can run on 5+ machines

This setup may mean that two different machine setups have to be managed (some machines run both
ZooK eeper and Neodj HA). The fault tolerance will depend on how many machines there are that are
running ZooK eeper. With 3 ZooK eeper instances the cluster can survive one ZooK eeper going down,
with 5 it can survive 2 and with 7 it can handle 3 ZooK egper instances failing. The number of Neo4j
HA instances that can fail for normal operationsistheoretically all but 1 (but for each required master
election the ZooK eeper service must be available).

7.2.3. Large

e 8+ total machines
» 3+ Neodj HA machines
» 5+ Zookeeper, on separate dedicated machines

In this setup al ZooK eeper instances are running on separate machines as a dedicated ZooK eeper
service. The dedicated ZooK eeper cluster can handle half of the instances, minus 1, going down. The
Neodj HA cluster will be able to operate with at least a single live machine. Adding more Neo4j HA
instances is very easy in this setup since Zookeeper is operating as a separate service.
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7.2.4. Installation Notes

For installation instructions of a High Availability cluster please visit the Neo4j Wiki 2,

Note that while the Hi ghl yAvai | abl eG aphDat abase supports the same API asthe
EnbeddedG aphDat abase, it does have additional configuration parameters.

Table 7.1. HighlyAvailableGraphDatabase configur ation parameters

Parameter Name Value Examplevalue Required?
ha. machi ne_i d integer >=0 1 yes
ha. server (auto-discovered) host  |ny- domai n. com 6001 |NnO

& port to bind when
acting as master

ha. zoo_keeper_servers comma delimited | ocal host : 2181, yes
zookeeper connections || ocal host : 2182,
| ocal host: 2183

ha. pul | _i nterval interval for polling 30 no
master from adave, in
seconds

7.3. How Neo4j HA operates

A Neodj HA cluster operates cooperatively, coordinating activity through Zookeeper.

On startup a Neo4j HA instance will connect to the ZooK eeper service to register itself and ask, "who
ismaster?"' If some other machine is master, the new instance will start as slave and connect to that
master. If the machine starting up was the first to register — or should become master according to the
master election algorithm — it will start as master.

When performing a write transaction on a slave each write operation will be synchronized with the
master (locks will be acquired on both master and slave). When the transaction commits it will first
occur on the master. If the master commit is successful the transaction will be committed on the slave
aswell. To ensure consistency, aslave has to be up to date with the master before performing awrite
operation. Thisis built into the communication protocol between the slave and master, so that updates
will happen automatically if needed.

When performing awrite on the master it will execute in the same way as running in normal
embedded mode. Currently the master will not push updates to the slave. Instead, slaves can be
configured to have a pull interval. Without polling, updates will only happen on slaves whenever they
synchronize awrite with the master.

Having all writes go through slaves has the benefit that the data will be replicated on two machines.
Thisisrecommended to avoid rollbacks in case of a master failure that could potentially happen when
the new master is elected.

2http://wi ki.neo4j.org/content/High_Availability Cluster

43


http://wiki.neo4j.org/content/High_Availability_Cluster

High Availability

Whenever a machine becomes unavailable the ZooK eeper service will detect that and remove it
from the cluster. If the master goes down a new master will automatically be elected. Normally a
new master is elected and started within just afew seconds and during this time no writes can take
place (the write will throw an exception). A machine that becomes available after being unavailable
will automatically reconnect to the cluster. The only time thisis not true is when an old master had
changes that did not get replicated to any other machine. If the new master is elected and performs
changes before the old master recovers, there will two different versions of the data. The old master
will not be able to attach itself to the cluster and will require maintenance (replace the wrong version
of the data with the one running in the cluster).

All this can be summarized as:
» Saves can handle write transactions.
» Updates to slaves are eventual consistent.

* Neodj HA isfault tolerant and (depending on ZooK eeper setup) can continue to operate from X
machines down to a single machine.

» Slaveswill be automatically synchronized with the master on a write operation.
* If the master fails anew master will be elected automatically.

» Machineswill be reconnected automatically to the cluster whenever the issue that caused the outage
(network, maintenance) is resolved.

» Transactions are atomic, consistent and durable but eventually propagated out to other slaves.

* If the master goes down any running write transaction will be rolled back and during master
election no write can take place.

* Readsare highly available.




Chapter 8. Operations

This chapter describes how to maintain a Neo4j installation. This includes topics such as backing up
the database and monitoring the health of the database as well as diagnosing issues.

8.1. Backup

/ Note

The Backup features are only available in the Neo4j Enterprise Edition.

Backups are performed over the network live from arunning graph database onto alocal copy. There
are two types of backup: full and incremental.

A full backup copies the database files without acquiring any locks, allowing for continued operations
on the target instance. This of course means that while copying, transactions will continue and the
store will change. For this reason, the transaction that was running when the backup operation started
is noted and, when the copy operation completes, all transactions from the latter down to the one
happening at the end of the copy are replayed on the backup files. This ensures that the backed up data
represent a consistent and up-to-date snapshot of the database storage.

In contrast, incremental backup does not copy store files - instead it copies the logs of the transactions
that have taken place since the last full or incremental backup which are then replayed over an
existing backup store. This makes incremental backups far more efficient that doing full backups
every time but they also require that a full backup has taken place before they are executed.

Regardless of the mode a backup is created, the resulting files represent a consistent database snapshot
and they can be used to boot up a Neo4j instance.

The database to be backed up is specified using a URI with syntax
<running mode>://<host>[:port]{ ,<host>[:port]*}

Running mode must be defined and is either single for non-HA or ha for HA clusters. The
<host>[:port] part points to a host running the database, on port port if not the default. The additional
host: port arguments are useful for passing multiple ZooK eeper instances

C I mportant

Backups can only be performed on databases which have the configuration parameter
enabl e_onl i ne_backup=t r ue set. That will make the backup service available on the
default port (6362). To enable the backup service on a different port use for example
enabl e_onl i ne_backup=port =9999 instead.

8.1.1. Embedded and Server

To perform a backup from a running embedded or server database run:

# Performing a full backup
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. I neo4j -backup -full -fromsingle://192.168.1.34 -to /mt/backup/ neo4j - backup

# Perform ng an increnental backup
. I neodj - backup -incremental -fromsingle://192.168.1.34 -to /mt/backup/ neo4j - backup

# Performng an increnental backup where the service is registered on a custom port
./ neodj -backup -incremental -fromsingle://192.168.1.34:9999 -to /mt/backup/ neo4j - backup

8.1.2. High Availability

To perform a backup on an HA cluster you specify one or more ZooK eeper services managing that
cluster.

# Performing a full backup fromHA cluster, specifying two possible ZooKeeper services
./ neodj-backup -full -fromha://192.168.1.15:2181, 192. 168. 1. 16: 2181 -to / mt/ backup/ neo4j - backup

# Performing an increnental backup from HA cluster, specifying only one ZooKeeper service
./ neodj -backup -increnmental -fromha://192.168.1.15:2181 -to / mt/backup/ neo4j - backup

8.1.3. Restoring Your Data

The Neodj backups are fully functional databases. To use a backup, all you need to do replace your
database folder with the backup.

8.2. Security

Neo4j initself does not enforce security on the data level. However, there are different aspects that
should be considered when using Neo4j in different scenarios.

8.2.1. Securing access to the Neo4j Server

The Neo4j server currently does not enforce security on the REST access layer. This should be taken
care of by external means. We strongly recommend to front a running Neo4j Server with a proxy like
Apache mod_pr oxy 1. This provides a number of advatages:

» Control access to the Neo4j server to specific | P addresses, URL patterns and | P ranges. This can be
used to make for instance only the / db/ dat a hamespace accessible to non-local clients, while the/
db/ adni n URLs only respond to a specific IP address.
<Proxy *>

Order Deny, Al | ow
Deny from al |

All ow from 192. 168. 0
</ Proxy>

* Run Neo4j Server as anon-root user on a Linux/Unix system on a port < 1000 (e.g. port 80) using

ProxyPass / neo4j db/data http://|ocal host: 7474/ db/ dat a
ProxyPassReverse / neo4jdb/data http://| ocal host: 7474/ db/ dat a

» Simpleload balancing in a clustered environment to |oad-bal ance read load using the Apache
mod_pr oxy_bal ancer 2 plugin

lhttp://httpd.apache.org/docs/Z.Z/mod/mod |_proxy.html
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<Proxy bal ancer://nycl uster>

Bal ancer Menber http://192. 168. 1. 50: 80
Bal ancer Menber http://192.168. 1. 51: 80
</ Proxy>

ProxyPass /test bal ancer://nycluster

8.3. Monitoring

/ Note
Most of the monitoring features are only available in the Advanced and Enterprise editions
of Neo4j.

In order to be able to continuously get an overview of the health of a Neo4j database, there are
different levels of monitoring facilities available.

8.3.1. IMX

How to connect to a Neo4j instance using JMX and JConsole

Firgt, start your embedded database or the Neo4j Server, for instance using

$NEX4j _ SERVER HOMWE/ bi n/ neo4j start

Now, start JConsole with

$JAVA_HOVE/ bi n/j consol e

Connect to the process running your Neo4j database instance:

Figure 8.1. Connecting JConsole to the Neo4j Java process

Java Monitaring & Management Console

Connection Window Help

(< NONS JConsole: New Connection

& _
E=S3 New Connection
Javar

® Local Process:

Name PID
sun.tools.jconsole.)Console 17292

-tanukisoftware wrapper.WrappersimpleApp org....

'\',_} Remote Process:

Usage: <hostname>:<port> OR service:jmx: <protocol>: <sap>

Username: Password:

e\ )
[ Connect | [ Cancel

Now, beside the MBeans exposed by the VM, you will see an or g. neo4j section in the MBeans tab.
Under that, you will have access to all the monitoring information exposed by Neo4j.

a7



Operations

Figure 8.2. Neo4j MBeans View
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How to connect to the JMX monitoring programmatically

In order to programmatically connect to the Neo4j IMX server, there are some convenience methods

in the Neo4] Management component to help you fi

nd out the most commonly used monitoring

attributes of Neo4j. For instance, the number of node IDs in use can be obtained with code like:

Neo4j Manager nanager
| ong nodel Dsl nUse

new Neo4j Manager ( graphDb. get
manager . get Prim ti vesBean. get

Managenent Bean( Kernel .class ) );
Nunber OF Nodel dsl nUse() ;

Once you have access to this information, you can use it to for instance expose the valuesto SNMP
[http://en.wikipedia.org/wiki/Simple_Network_Management_Protocol] or other monitoring systems.

Reference of supported JMX MBeans

Table 8.1. MBeans exposed by the Neo4j

Kernd

Name

Description

org.neodj:instance=kernel #0,name=Memory
Mapping

The status of Neodj memory mapping

org.neodj :instance=kernel#0,name=L ocking

Information about the Neo4j lock status

org.neodj:instance=kernel#0,name=Transactions

Information about the Neo4j transaction manager

org.neodj:instance=kernel#0,name=Cache

Information about the caching in Neo4j

org.neodj:instance=kernel#0,name=Configuration

The configuration parameters used to configure
Neo4

org.neodj:instance=kernel#0,name=Primitive
count

Estimates of the numbers of different kinds of
Neodj primitives

org.neodj:instance=kernel#0,name=X A
Resources

Information about the XA transaction manager

org.neodj:instance=kernel#0,name=Store file
sizes

Information about the sizes of the different parts
of the Neo4j graph store
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Name

Description

org.neodj:instance=kernel#0,name=K ernel

Information about the Neo4j kernel

org.neodj:instance=kernel#0,name=High

Information an High Availability cluster, if

Availability enabled.
Table 8.2. MBean Memory M apping
Attribute Description Type
MemoryPools Get information about each pool of memory |String
mapped regions from store files with
memory mapping enabled
Table8.3. MBean L ocking
Attribute Description Type
NumberOf AdvertedDeadl ocks The number of lock sequencesthat would | Integer
have lead to a deadlock situation that Neo4
has detected and adverted (by throwing
Deadl ockDetectedException).
Table 8.4. MBean Transactions
Attribute Description Type
NumberOf OpenTransactions The number of currently open transactions | Integer
PeakNumberOf ConcurrentTransactions The highest number of transactions ever Integer
opened concurrently
NumberOfOpenedTransactions The total number started transactions Integer
NumberOf CommittedTransactions The total number of committed transactionss | Integer
Table 8.5. MBean Cache
Attribute Description Type
CacheType The type of cache used by Neo4j String
NodeCacheSize The number of Nodes currently in cache Integer
RelationshipCacheSize The number of Relationships currently in Integer
cache
clear() clear al caches function,
void
Table 8.6. MBean Configuration
Attribute Description Type
store_dir Relative path for where the Neo4j storage | String

directory islocated
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log islocated

Attribute Description Type

rebui | d_i dgener at ors_f ast Use aquick approach for rebuilding the ID | String
generators. This give quicker recovery time,
but will limit the ability to reuse the space of
deleted entities.

| ogi cal _I og Relative path for where the Neo4j logical String

neost ore. propertystore. db. i ndex.
keys. mapped_nenory

The size to allocate for memory mapping the
store for property key strings

String

neost ore. propertystore. db. strings.
mapped_nenory

The size to allocate for memory mapping the
string property store

String

neost ore. propertystore. db. arrays.
mapped_nenory

The size to allocate for memory mapping the
array property store

String

neo_store

Relative path for where the Neo4j storage
information file is located

String

neostore. rel ati onshi pstore. db.
mapped_nenory

The size to allocate for memory mapping the
relationship store

String

neost ore. propertystore. db. i ndex.
mapped_nenory

The size to allocate for memory mapping the
store for property key indexes

String

create

Configuration attribute

String

enabl e _renote_shel

Enable aremote shell server which shell
clientscanloginto

String

neost ore. propertystore. db. The size to allocate for memory mapping the | Integer

mapped_nenory property value store

neost or e. nodest or e. db. mapped_nenory |The sizeto allocate for memory mapping the | String
node store

dir Configuration attribute String

Table 8.7. MBean Primitive count

Attribute Description Type

NumberOfNodel dsinUse An estimation of the number of nodesused |Integer
in this Neo4j instance

NumberOf Rel ationshipldslnUse An estimation of the number of relationships |Integer
used in this Neo4j instance

NumberOfPropertyldsinUse An estimation of the number of properties | Integer
used in this Neo4j instance

NumberOfRel ationshipTypeldsinUse The number of relationship typesused in Integer

this Neo4j instance
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Table 8.8. MBean XA Resources

Attribute Description Type
XaResources Information about all XA resources String
managed by the transaction manager
Table8.9. MBean Storefile sizes
Attribute Description Type
TotalStoreSize Thetotal disk space used by this Neo4j Integer
instance, in bytes.
LogicalLogSize The amount of disk space used by the Integer
current Neo4j logica log, in bytes.
ArrayStoreSize The amount of disk space used to store array | Integer
properties, in bytes.
NodeStoreSize The amount of disk space used to store Integer
nodes, in bytes.
PropertyStoreSize The amount of disk space used to store I nteger
properties (excluding string values and array
values), in bytes.
RelationshipStoreSize The amount of disk space used to store Integer
relationships, in bytes.
StringStoreSize The amount of disk space used to store Integer
string properties, in bytes.
Table8.10. MBean Kernel
Attribute Description Type
ReadOnly Whether thisis aread only instance. boolean
MBeanQuery An ObjectName that can be used asaquery |String
for getting all management beans for this
Neo4j instance.
KernelStartTime The time from which this Neo4j instance Date
was in operational mode
StoreCreationDate The time when this Neo4j graph storewas |Date
created
Storeld Anidentifier that uniquely identifiesthis String
Neo4j graph store
Storel.ogVersion The current version of the Neo4j store String
logical log
KernelVersion The version of Neo4j String
StoreDirectory The location where the Neo4j storeis String

|ocated
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Table 8.11. MBean High Availability

in this HA cluster

Attribute Description Type

Machineld The cluster machineid of thisinstance String

Master True, if this Neo4j instance is currently boolean
Master in the cluster

ConnectedSlaves A list of conencted slavesin this cluster String

InstancesInCluster Information about the other Neo4j instances | String
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Chapter 9. Web Administration

The Neodj Web Administration is the primary user interface for Neo4j. With it, you can:

monitor the Neo4j Server

manipulate and browse data

interact with the database via a scripting environment

view raw data management objects (JMX MBeans)

9.1. Dashboard tab

The Dashboard tab provides an overview of arunning Neo4j instance.

Figure 9.1. Web Administration Dashboar d

L¥ . Overview Explore and edit Powert Deta

.. Ne (0] 4] Dashboard Data browser Console Server info
Neodj web administration 34939 nodes 69754 properties 65262 relationships 4 relationship types
Serverurl
hitplocalhost7474 Year One month  One week One day 6 hours 30 minutes
Kemel version 17.5
MNeodj - Graph Database Kermnel B Modes
1.3-5MAPSHOT (revision: initial- 15.0 = o—0—0—0—0
31-ga1636813) Il Properties

12.5 | I Relationships

For more information, help and examples,

please visit the Neo4j community site. 10.0

7.9 0—0—0—0—20
B More about Charts
P More about KPls 5.0

25 o—O0—0—0—0

11:30 12:00 12:30 13:00 13:30 14:00 14:30 15:00 15:30 16:00 16:30 17:00

Copynight (c) 2002-2010 Neo Technology. This is free software, available under the GNU General Public License version 3 or greater.

9.1.1. Entity chart

The charts show entity counts over time: node, relationship and properties.
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Figure 9.2. Entity charting
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9.1.2. Status monitoring

Below the entity chart is a collection of status panels, displaying current resource usage.

Figure 9.3. Statusindicator panels
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9.2. Data tab

Use the Data tab to browse, add or modify nodes, relationships and their properties.

Figure 9.4. Browsing and manipulating data
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9.3. Console tab

The Console tab gives scripting access to the database via the Gremlin [http://gremlin.tinkerpop.com]
scripting engine.

Figure 9.5. Manipulating data with Gremlin
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9.4. The JMX tab

The IMX tab provides raw access to all available management objects.

Figure 9.6. IMX Attributes
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Chapter 10. Neo4j Shell

Neo4j shell isacommand-line shell for browsing the graph, much like how the Unix shell along with
commandslikecd, | s and pwd can be used to browse your local file system. It consists of two parts:

 alightweight client that sends commands viaRMI and
» aserver that processes those commands and sends the result back to the client.

It'sanicetool for development and debugging. This guide will show you how to get it going!

10.1. Starting the shell

When used together with Neo4j started as a server, simply issue the following at the command line:

. I bi n/ neo4j - shel
For the full list of options, see the reference in the Shell manual page.

To connect to arunning Neo4j database, use Section 10.1.4, “Read-only mode” for local databases
and see Section 10.1.1, “Enabling the shell server” for remote databases.

Y ou need to make sure that the shell jar file is on the classpath when you start up your Neo4j instance.

10.1.1. Enabling the shell server

Shell is enabled from the configuration of the Neo4j kernel, see Section 4.2, “ Server Configuration”.
Here' s some sample configurations:

# Using default val ues

enabl e_renote_shell = true
# ...or specify customport, use default values for the others
enabl e_renote_shel | = port=1234

When using the Neo4j server, see Section 4.2, “ Server Configuration” for how to add configuration
settings in that case.

There are two ways to start the shell, either by connecting to aremote shell server or by pointing it to
aNeo4j store path.

10.1.2. Connecting to a shell server

To start the shell and connect to a running server, run:

neo4j - shel

Alternatively supply - port and - nane options depending on how the remote shell server was enabled.
Then you'll get the shell prompt like this:

neo4j -sh (0)$
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10.1.3. Pointing the shell to a path

To start the shell by just pointing it to a Neo4j store path you run the shell jar file. Given that the right
neodj-kernel-<version>.jar and jtajar files are in the same path as your neodj-shell-<version> jar file
you run it with:

$ neodj -shel|l -path path/to/neo4j-db

10.1.4. Read-only mode

By issuing the - r eadonl y switch when starting the shell with a store path, changes cannot be made to
the database during the session.

$ neodj-shell -readonly -path path/to/neo4j-db

10.1.5. Run a command and then exit

It ispossible to tell the shell to just start, execute a command and then exit. This opens up for uses of
background jobs and also handling of huge output of f.ex. an "Is" command where you then could pipe
the output to "less" or another reader of your choice, or even to afile. So some examples of usage:

$ neodj-shell -c "cd -a 24 & & set nane Mattias"
$ neodj-shell -c "trav -r KNOAB" | |ess

10.2. Passing options and arguments

Passing options and arguments to your commandsis very similar to many CLI commandsin an * nix
environment. Options are prefixed with a- and can contain one or more options. Some options expect
avalue to be associated with it. Arguments are string values which aren’t prefixed with - . Let’s look
at | s asanexample:

I's -r -f KNOAS: out -v 12345 will make averbose listing of node 12345's outgoing relationships
of type KNOWS. The nodeid, 12345, isan argument to | s which tellsit to do the listing on that node
instead of the current node (see pwd command). However a shorter version of this can be written:

I's -rfv KNOAS: out 12345. Hereall three options are written together after asingle - prefix. Even
though f isin the middle it gets associated with the KNOWS: out value. The reason for thisisthat thel s
command doesn’'t expect any values associated with ther or v options. So, it can infer the right values
for the rights options.

10.3. Enum options

Some options expects a value which is one of the valuesin an enum, f.ex. direction part of
relationship type filtering where there’ s 1 NCOM NG, OQUTGO NG and BOTH. All such values can be
supplied in an easier way. It’s enough that you write the start of the value and the interpreter will find
what you really meant. F.ex. out , i n,i Or even| NCOM NG.

10.4. Filters

Some commands makes use of filters for varying purposes. F.ex. -f inls andintrav. A filteris
supplied as ajson [ http://www.json.org/] object (w/ or w/o the surrounding {} brackets. Both keys
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and values can contain regular expressions for a more flexible matching. An example of afilter could
be.*url.*:http.*neo4j.*, name: Neodj . Thefilter option is also accompanied by the options -

i and -1 which standsfor i gnore case (ignore casing of the characters) and | oose mat chi ng (it's
considered a match even if the filter value just matches a part of the compared value, not necessarily
the entire value). So for a case-insensitive, loose filter you can supply afilter with-f -i -1 or-fil
for short.

10.5. Node titles

To make it easier to navigate your graph the shell can display atitle for each node, f.ex.inls -r. It
will display the relationships as well as the nodes on the other side of the relationships. Thetitleis
displayed together with each node and its best suited property value from alist of property keys.

If you' re standing on a node which has two KNOs relationships to other nodes it’d be difficult to
know which friend is which. The title feature addresses this by reading alist of property keys and
grabbing the first existing property value of those keys and displaysit as atitle for the node. So you
may specify alist (with or without regular expressions), f.ex: name, title. *, capti on and thetitle
for each node will be the property value of the first existing key in that list. Thelist is defined by the
client (you) using the TI TLE_KEYS environment variable and the default being . *name. *, . *title. *

10.6. How to use (individual commands)

The shell is modeled after Unix shells like bash that you use to walk around your local file system.

It has some of the same commands, like cd and | s. When you first start the shell (see instructions
above), you will get alist of al the available commands. Use man <conmand> to get more info about a
particular command. Some notes:

10.6.1. Current node/relationship and path

Y ou have a current node/relationship and a " current path” (like a current working directory in bash)
that you’ ve traversed so far. Y ou start at the reference node [ http://api.neo4j.org/current/org/neodj/
graphdb/GraphDatabaseService.html#getReferenceNode()] and can then cd your way through the
graph (check your current path at any time with the pwd command). cd can be used in different ways:

* cd <node-i d> will traverse one relationship to the supplied node id. The node must have a direct
relationship to the current node.

* cd -a <node-i d>will do an absolute path change, which means the supplied node doesn’t have to
have a direct relationship to the current node.

* cd -r <rel ationship-id>will traverseto arelationship instead of anode. The relationship
must have the current node as either start or end point. To seethe relationshipidsusethel's -vr
command on nodes.

e cd -ar <rel ationship-id>will do an absolute path change which means the relationship can be
any relationship in the graph.

» cd will take you back to the reference node, where you started in the first place.

* cd .. will traverse back one step to the previous location, removing the last path item from your
current path (pwd).
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* cd start (onlyif your current location is a relationship). Traverses to the start node of the
relationship.

* cd end (onlyif your current location is a relationship). Traverses to the end node of the
relationship.

10.6.2. Listing the contents of a node/relationship

List contents of the current node/relationship (or any other node) with thel s command. Please note
that it will give an empty output if the current node/rel ationship has no properties or relationships (for
examplein the case of abrand new graph). | s can take anode id as argument as well asfilters, see
Section 10.4, “Filters’ and for information about how to specify direction see Section 10.3, “Enum
options’. Useman | s for moreinfo.

10.6.3. Creating nodes and relationships

Y ou create new nodes by connecting them with relationships to the current node. For example,

mkrel -t A RELATI ONSHI P_TYPE -d OUTGO NG -c will create anew node (- c) and draw to it an
OUTGD NGrelationship of type A_RELATI ONSHI P_TYPE from the current node. If you aready have two
nodes which you'd like to draw a relationship between (without creating a new node) you can do for
example, nkrel -t A RELATI ONSHI P_TYPE -d OUTGO NG -n <ot her - node-i d> and it will just
create a new relationship between the current node and that other node.

10.6.4. Setting, renaming and removing properties

Property operations are done with the set , mv and r mcommands. These commands operates on the
current node/relationship. * set <key> <val ue> with optionally the-t option (for value type) sets a
property. Supports every type of value that Neo4j supports. Examples of a property of typei nt :

$ set -t int age 29

And an example of setting adoubl e[] property:

$ set -t double[] ny_values [1.4,12.2,13]
* rm <key> removes a property.

* mv <key> <new key> renames a property from one key to another.

10.6.5. Deleting nodes and relationships

Deleting nodes and rel ationships is done with ther nr el command. It focuses on deletion of
relationships, but a node can also be deleted if the deleted relationship |eaves the opposite node
"stranded” (i.e. it no longer has any relationships drawn to it) "and" the - d optionsis supplied. See the
relationship idswith thel s -rv command.

10.6.6. Environment variables

The shell uses environment variables a-la bash to keep session information, such as the current path
and more. The commands for this mimics the bash commands export and env. For example you
can at anytimeissue aexport STACKTRACES=t rue command to set the STACKTRACES environment
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variableto t r ue. Thiswill then result in stacktraces being printed if an exception or error should
occur. List environment variables using env

10.6.7. Executing groovy/python scripts

The shell has support for executing scripts, such as Groovy [http://groovy.codehaus.org] and Python
[http://www.python.org] (via Jython [http://www.jython.org]). As of now the scripts (*.groovy, *.py)
must exist on the server side and gets called from a client with for example, gsh - - r enamePer son
1234 "Mathias" "Mattias" --doSonethi ngEl se where the scripts renamePerson.groovy and
doSomethingElse.groovy must exist on the server side in any of the paths given by the GSH_PATH
environment variable (defaultsto .:src:src/script). This variableis like the java classpath, separated by
a: . The python/jython scripts can be executed with thej sh in asimilar fashion, however the scripts
have the .py extension and the environment variable for the pathsis JSH_PATH.

When writing the scripts assume that there’' s made available an ar gs variable (a String[]) which
contains the supplied arguments. In the case of the r enanmePer son example above the array would
contain["1234", "Mathias", "Mttias"].Also pleasewriteyour outputsto the out variable, such
asout.println( "M tracing text" ) sothatitwill be printed at the shell client instead of the
server.

10.6.8. Traverse

Y ou can traverse the graph with the t r av command which allows for simple traversing from the
current node. Y ou can supply which relationship types (w/ regex matching) and optionally direction
aswell as property filters for matching nodes. In addition to that you can supply a command line to
execute for each match. An example:trav -o depth -r KNOWS: both, HAS . *:incoming -c "Is
$n" . Which means traverse depth first for relationships with type KNOWs disregarding direction and
incoming relationships with type matching HAS_. \ * and do al s <mat chi ng node> for each match.
The node filtering is supplied with the - f option, see Section 10.4, “Filters’. See Section 10.3, “Enum
options” for the traversal order option. Even relationship types/directions are supplied using the same
format asfilters.

10.6.9. Indexing

It's possible to query and manipulate indexes via the index command. Example: i ndex -i persons
name (will index the name for the current node or relationship in the "persons’ index).

- g will do exact lookup in the index and display hits. Y ou can supply -c with acommand to be
executed for each hit.

- g will ask the index a query and display hits. Y ou can supply -c with a command to be executed
for each hit.

- - c¢d will change current location to the hit from the query. It’ sjust a convenience for using the -c
option.

--1s will do alisting of the contents for each hit. It’sjust a convenience for using the -c option.

-i will index akey-value pair in an index for the current node/relationship. If no value is given the
property value for that key for the current node is used as value.
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» -r will remove akey-value pair (if it exists) from an index for the current node/relationship. If no
value is given the property value for that key for the current node is used as value.

10.7. Extending the shell: Adding your own
commands

Of course the shell is extendable and has a generic core which has nothing to do with Neo4j... only
some of the commands [http://components.neo4j.org/neodj-shell/1.4.M02/apidocs/org/neodj/shell/
App.html] do.

So you say you' d like to start a Neo4j graph database [http://api.neodj.org/current/org/neodj/graphdb/
GraphDatabaseService.html], enable the remote shell and add your own apps to it so that your apps
and the standard Neo4j apps co-exist side by side? Well, here's an example of how an app could look
like:

public class LsRel Types extends G aphDat abaseApp

{
@verride
protected String exec( AppCommandParser parser, Session session, Qutput out )
t hrows Shel | Excepti on, Renot eExcepti on

{
G aphDat abaseServi ce graphDb = get Server (). getDb();
out.println( "Types:" );
for ( Relationshi pType type : graphDb. get Rel ati onshi pTypes() )

{
out.println( type.name() );

}

return null;

Y ou make your app discoverable viathe Java Service API, so in afile e.g. src/main/resourcessMETA-
INF/services/org.neodj.shell.App include: or g. ny. domai n. MyShel | App

And you could now useit in the shell by typing | sr el t ypes (its nameis based on the class name).

If you'd like it to display some nice help information when using the hel p (or man) app, override the
get Descri pti on method for a general description and use addVal ueType method to add descriptions
about (and logic to) the options you can supply when using your app.

Know that the apps reside server-side so if you have arunning server and starts aremote client to it
from another VM you can’t add your apps on the client.
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Chapter 11. Troubleshooting guide

Problem

Cause

Resolution

OutOfMemoryError

Too largetop level
transactions or leaking
transactions not finished

properly.

Split updatesinto smaller
transactions. Always make
sure transactions are finished

properly.

ResourceA cquisitionFailedException
Or an error message containing the text
“The transaction is marked for rollback

Leaked non finished
transaction tied to the current
thread in state marked for

Finish transactions properly.

not finishing transactions
properly.

only” rollback only.
Deadl ockDetectedException Concurrent updates of See Section 3.4,
contended resources or “Deadlocks’.
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Chapter 12. Community support

Get help from the Neo4j open source community, here are some starting points:

 Searchable user mailing list archive [http://www.mail-archive.com/user @lists.neo4j.org/info.html].
* User mailing list [https://lists.neo4j.org/mailman/listinfo/user].

* Neodj wiki [http://wiki.neodj.org/]

* IRC channel: irc://irc.freenode.net/neodj
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Appendix A. Manpages

The Neo4j Unix manual pages are included on the following pages.
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Name
neod] — Neo4j Server control and management

Synopsis
neo4j <command>

DESCRIPTION

Neodj is agraph database, perfect for working with highly connected data.

COMMANDS

console
Start the server as an application, running as aforeground proces. Stop the server using CTRL- C.

start
Start server as daemon, running as a background process.

stop
Stops a running daemonized server.

restart
Restarts a running server.

condrestart
Restarts a server, but only if it was already running.

status
Current running state of the server

install
Installs the server as a platform-appropriate system service.

remove
Uninstalls the system service

dump
Displays thread dump, also saved to the wrapper.log

Usage - Windows

Neo4j .bat

Double-clicking on the Neo4j.bat script will start the server in aconsole. To quit, just presscont r ol -
Cin the console window.

I nstallNeo4j/UninstalINeo4j

Neo4j can beinstalled as a Windows Service, running without a console window. Y ou’ll need to run
the scripts with Administrator priveleges. Just use either of these bat scripts:
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 InstallNeo4 - install as a Windows service
» will install and automatically start the service
* use the normal windows administrative controls for start/stop

* UninstallNeo4j - remove the Neo4j service

FILES

conf/neodj-server.properties
Server configuration.

conf/neodj-wr apper .conf
Configuration for service wrapper.

conf/neodj.properties
Tuning configuration for the database.

68



Manpages

Name
neo4j-shell — a command-line tool for exploring and manipulating a graph database

Synopsis
neo4j-shell [REMOTE OPTIONS

neod;j-shell [LOCAL OPTIONS

DESCRIPTION

Neo4j shell isacommand-line shell for browsing the graph, much like how the Unix shell along
with commands like cd, I s and pwd can be used to browse your local file system. The shell can
connect directly to a graph database on the file system. To access |local alocal database used by other
processes, use the readonly mode.

REMOTE OPTIONS

-port PORT
Port of host to connect to (default: 1337).

-host HOST
Domain name or IP of host to connect to (default: localhost).

-name NAME
RMI name, i.e. rmi://<host>:<port>/<name> (default: shell).

-readonly
Access the database in read-only mode. The read-only mode enables browsing a database that is
used by other processes.

LOCAL OPTIONS

-path PATH
The path to the database directory. If there is no database at the location, a new one will e created.

-pid PID
Process ID to connect to.

-readonly
Access the database in read-only mode. The read-only mode enables browsing a database that is
used by other processes.

-c COMMAND
Command line to execute. After executing it the shell exits.

-config CONFIG
The path to the Neo4j configuration file to be used.
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EXAMPLES

Examples for remote:

neo4j - shel |

neodj -shell -port 1337

neodj -shel | -host 192.168.1.234 -port 1337 -nane shell
neodj -shell -host |ocal host -readonly

Examplesfor local:

neodj -shell -path /path/to/db
neodj -shell -path /path/to/db -config /path/to/neo4dj.config
neodj -shell -path /path/to/db -readonly
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Name
neo4j-coordinator — Neo4j Coordinator for High-Availability clusters

Synopsis
neo4j -coor dinator <command>

DESCRIPTION

Neodj Coordinator is a server which provides coordination for a Neo4j High Availability Data cluster.
A "coordination cluster" must be started and available before the "data cluster" can be started. This
server is amember of the cluster.

COMMANDS

console
Start the server as an application, running as a foreground proces. Stop the server using CTRL- C.

start
Start server as daemon, running as a background process.

stop
Stops a running daemonized server.

restart
Restarts a running server.

condrestart
Restarts a server, but only if it was already running.

status
Current running state of the server

install
Installs the server as a platform-appropriate system service.

remove
Uninstalls the system service

dump
Displays thread dump, also saved to the wrapper.log

FILES

conf/coord.cfg
Coordination server configuration.

conf/coor d-wr apper .cfg
Configuration for service wrapper.
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data/coor dinator/myid
Unique identifier for coordinator instance.
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Name
neo4j-coordinator-shell — Neo4j Coordinator Shell interactive interface

Synopsis
neod4j -coor dinator -shell -server <host:port> [<cmd> <args>]

DESCRIPTION

Neo4j Coordinator Shell provides an interactive text-based interface to a running Neo4j Coordinator
server.

OPTIONS

-server HOST: PORT
Connects to a Neo4j Coordinator at the specified host and port.
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